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Abstract

In this work, we consider the approximate reconstruction of high-dimensional periodic functions based on sampling values. As sampling schemes, we utilize so-called reconstructing multiple rank-1 lattices, which combine several preferable properties such as easy constructability, the existence of high-dimensional fast Fourier transform algorithms, high reliability, and low oversampling factors. Especially, we show error estimates for functions from Sobolev Hilbert spaces of generalized mixed smoothness. For instance, when measuring the sampling error in the $L_2$-norm, we show sampling error estimates where the exponent of the main part reaches those of the optimal sampling rate except for an offset of $1/2 + \varepsilon$, i.e., the exponent is almost a factor of two better up to the mentioned offset compared to single rank-1 lattice sampling. Various numerical tests in medium and high dimensions demonstrate the high performance and confirm the obtained theoretical results of multiple rank-1 lattice sampling.
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1 Introduction

High-dimensional integrals are often treated numerically by applying a cubature formula. Commonly used methods are equally weighted cubature formulas, called quasi-Monte Carlo rules, which average a specific set of sampling values of the integrand. One established type of these methods are lattice rules, where the sampling nodes have a group structure, cf. [24, 6]. In particular, the simple structure of so-called rank-1 lattices allows for theoretical analysis, which was already exploited in early contributions, see e.g. [18, 31].
Later, component–by–component construction approaches rediscovered in [25] distinctly improved the applicability and shifted rank-1 lattice rules into the focus of research, again.

Furthermore, these lattice rules have been widely used for the approximation of high-dimensional periodic functions by approximately computing a subset of the Fourier coefficients

$$\hat{f}_k := \int_{\mathbb{T}^d} f(x) e^{-2\pi i k \cdot x} \, dx, \quad k \in \mathbb{Z}^d,$$

of a suitable periodic function $f : \mathbb{T}^d \to \mathbb{C}$ based on sampling values, where $\mathbb{T}^d \simeq [0,1)^d$ is the $d$-dimensional torus. Due to the preferable properties of rank-1 lattices mentioned above, many contributions estimate approximation errors for rank-1 lattice sampling, cf. e.g. [19, 26, 27, 21, 22, 15, 16, 3]. We stress on the fact that these theoretical results may be of particular relevance in practice since the structure of lattices allows for a very efficient simultaneous computation of Fourier coefficients using fast Fourier transforms (FFTs), cf. [23, 1]. The arithmetic complexity of these FFTs is almost linear in the amount of data, i.e. the number of sampling values, that has to be handled. This is one of the reasons why recent research focuses on estimates on the relation of the number of used sampling values to the approximation errors.

One of the most recent results for rank-1 lattices is a negative one, i.e., the relation of the number of used sampling values to the approximation error is far away from the optimum in highly interesting approximation settings, cf. [3]. Moreover, approximation errors in a best possible order of magnitude require specific rank-1 lattices that need to be determined. Different component–by–component methods allow for the construction of suitable rank-1 lattices, cf. e.g. [20, 4, 10]. However, these construction methods require a number of arithmetic operations that is at least linear in the number of sampling nodes within the rank-1 lattice, and thus, also suffer from the necessarily huge number of sampling nodes.

In order to avoid this huge oversampling, which is caused by the structure of single rank-1 lattices, a new type of spatial discretizations for multivariate trigonometric polynomials was developed recently, cf. [14]. Roughly speaking, one joins multiple rank-1 lattices in order to determine a sampling scheme. Exploiting the structure of each of the joined rank-1 lattices, a fast Fourier transform algorithm arises in a natural way.

Based on this specific type of spatial discretizations for multivariate trigonometric polynomials, we investigate the arising sampling method as a sampling operator for functions belonging to specific function spaces. In this paper, we specify first approximation properties of this new sampling method, that is based on the approximation of Fourier coefficients using a set of rank-1 lattice rules that fulfills certain properties. The construction of those sampling sets is easy and very efficient, cf. [13]. Due to the structure of the sampling sets, the computation of the aforementioned approximants is eminently efficient and also simple, cf. Algorithm 2, originally stated as [17, Algorithm 2]. Moreover, numerical tests indicate that the Fourier transform is stable, cf. [14, 13].

The main focus of our considerations is on the decay of worst case approximation errors for sampling methods (worst case sampling errors) for increasing numbers of function samples. For a sampling set $\mathcal{G} := \{\mathbf{x}_1, \ldots, \mathbf{x}_M\}, M \in \mathbb{N}$, normed function spaces $\mathcal{F}$ and $\mathcal{Y}$,
we denote the best possible worst case sampling errors measured in the norm of the target space $Y$ for functions belonging to the source space $F$ as

$$\text{Samp}_G(F, Y) := \inf_{A : C^M \rightarrow Y} \sup_{\|f\| \leq 1} \left\| f - A(f(x_j)) \right\|_Y.$$ 

Here, $A$ denotes possibly non-linear sampling operators that constitute an approximation of $f \in F$ in $Y$ using at most $M$ sampling values $f(x_j), x_j \in \mathcal{G}$. Then, we define the general sampling numbers by

$$g_M(F, Y) := \inf_{|G| \leq M} \text{Samp}_G(F, Y), \quad M \in \mathbb{N},$$

which is the best possible worst case sampling error one can achieve using at most $M$ sampling values. Additional restrictions on the algorithms or the sampling sets will result in specific sampling numbers, that are at least as big as $g_M(F, Y)$.

In particular, the sampling number for linear operators, that we will denote by $g_M^\text{lin}(F, Y)$, can be determined by restricting the operators $A$ to linear ones. For specific choices of source and target spaces the sampling numbers $g_M^\text{lin}(F, Y)$ are well known up to some logarithmic gaps, cf. column four in Tables 1.1 and 1.2, and hence, are used for comparison. For an overview on this topic we refer to [2, 5] and the references therein.

In this paper, we deal with a fixed structure of the sampling sets

$$G = \Lambda := \Lambda(z_1, M_1, \ldots, z_L, M_L) := \bigcup_{\ell=1}^{L} \Lambda(z_{\ell}, M_{\ell}), \quad (1.2)$$

so-called multiple rank-1 lattices, cf. [14, 13], which are the union of single rank-1 lattices

$$\Lambda(z_{\ell}, M_{\ell}) := \left\{ \frac{j}{M_{\ell}} z_{\ell} \mod 1 : j = 0, \ldots, M_{\ell} - 1 \right\} \subset \mathbb{T}^d, \quad z_{\ell} \in \mathbb{Z}^d, \quad M_{\ell} \in \mathbb{N}. \quad (1.3)$$

To this end, we define the corresponding sampling numbers

$$g_M^\text{mr1l}(F, Y) := \inf_{|\Lambda| \leq M} \text{Samp}_{\Lambda}(F, Y), \quad M \in \mathbb{N},$$

for sampling sets consisting of multiple rank-1 lattices $\Lambda$. Furthermore, we analyze a fixed linear algorithm $A^\text{mr1l}$, cf. Algorithm 2. For that reason, the results of this paper are upper bounds on the number $g_M^\text{mr1l}(F, Y)$. An additional restriction on the sampling sets $\Lambda$, i.e., $L = 1$, leads to the definition of the sampling numbers

$$g_M^\text{latt1}(F, Y) := \inf_{z \in \mathbb{Z}^d} \text{Samp}_{\Lambda(z,M)}(F, Y), \quad M \in \mathbb{N},$$

for sampling sets $G$ that are exactly one rank-1 lattice. These sampling numbers are already investigated in [3] and serve for comparison to the results for multiple rank-1 lattices.

Suitable function spaces $F$ and $Y$ allow for detailed estimates of the corresponding sampling numbers. In this paper we mainly deal with commonly used Hilbert spaces,
cf. e.g. [2, 3]. Using the notation from [15], we consider the periodic Sobolev spaces of generalized mixed smoothness

$$
H_{\alpha,\beta}(\mathbb{T}^d) := \left\{ f \in L_1(\mathbb{T}^d) : \| f \|_{H_{\alpha,\beta}(\mathbb{T}^d)} := \sqrt{\sum_{k \in \mathbb{Z}^d} \omega_{\alpha,\beta}(k)^2 |\hat{f}_k|^2} < \infty \right\}
$$

⊂ \(L_2(\mathbb{T}^d)\) with dominating mixed smoothness \(\beta \geq 0\), isotropic smoothness \(\alpha \geq -\beta\), where the weights \(\omega_{\alpha,\beta} : \mathbb{Z}^d \to (0, \infty)\) are defined by

$$
\omega_{\alpha,\beta}(k) := \max(1, \|k\|_1)\prod_{s=1}^d \max(1, |k_s|)^\beta,
$$

and the Fourier coefficients \(\hat{f}_k\) of \(f\) are formally given by (1.1).

We remark that these function spaces \(H_{\alpha,\beta}(\mathbb{T}^d)\) are Hilbert spaces and that \(H_{0,0}(\mathbb{T}^d)\) coincides with the Lebesgue space \(L_2(\mathbb{T}^d)\) of all square integrable functions. Moreover, we denote the Hilbert spaces of Sobolev type containing functions of specific isotropic smoothness by \(H^r(\mathbb{T}^d) := H_{r,0}(\mathbb{T}^d)\) as well as the Hilbert spaces of Sobolev type containing functions of specific dominating mixed smoothness by \(H_{\text{mix}}^t(\mathbb{T}^d) := H_{0,t}^{\text{mix}}(\mathbb{T}^d)\). Note that for positive integers \(r\) the spaces \(H^r(\mathbb{T}^d) := H_{r,0}(\mathbb{T}^d)\) consist of all functions whose weak derivatives up to total degree \(r\) are contained in \(L_2(\mathbb{T}^d)\). Furthermore, functions with weak derivatives in \(L_2(\mathbb{T}^d)\) up to degree \(t \in \mathbb{N}\) in each variable constitute the spaces \(H_{\text{mix}}^t(\mathbb{T}^d) := H_{0,t}^{\text{mix}}(\mathbb{T}^d)\).

The second columns of Tables 1.1 and 1.2 present the main contributions of this paper, i.e., upper bounds on sampling numbers \(g_{MR1L}^{\text{mul}}\) for multiple rank-1 lattices for important parameter combinations. Additionally, these results are compared with known bounds on the sampling numbers for single rank-1 lattices \(g_{\text{latt}}^{\text{lin}}\) and on the sampling numbers for linear operators \(g_{\text{latt}}^{\text{lin}}\), cf. the third and fourth columns of Tables 1.1 and 1.2. The important aspect for the comparisons of the bounds is the exponent of \(M\), called main rate. For Hilbert spaces \(Y \in \{L_2(\mathbb{T}^d), H^r(\mathbb{T}^d), H_{\text{mix}}^t(\mathbb{T}^d)\}\) as target space, the main rates of the newly introduced sampling numbers \(g_{MR1L}^{\text{mul}}\) for multiple rank-1 lattices correspond to the best known bounds on the sampling numbers for linear operators \(g_{\text{latt}}^{\text{lin}}\) up to an offset slightly larger than one half. Compared to the sampling numbers \(g_{\text{latt}}^{\text{lin}}\) for single rank-1 lattices, which only yield half of the main rates in lower and upper bounds, cf. [3], this means a distinct improvement for lattice based sampling.

Considering the target space \(Y = L_\infty(\mathbb{T}^d)\), the main rate of the sampling numbers \(g_{MR1L}^{\text{mul}}\) for multiple rank-1 lattices is optimal up to an arbitrarily small offset \(\varepsilon > 0\), whereas the main rates of the sampling numbers \(g_{\text{latt}}^{\text{lin}}\) for single rank-1 lattices are only half of the optimal ones for linear operators, cf. the third rows in Tables 1.1 and 1.2.

The remaining parts of this paper are organized as follows. In Section 2, we collect important facts on used function spaces and frequency index sets. Moreover, we recapitulate important, already known facts on the reconstruction of arbitrary multivariate trigonometric polynomials based on samples along single and multiple rank-1 lattices. Subsequently,
Table 1.1: Upper bounds of sampling numbers in the setting $H_{\beta_{\text{mix}}}^{\beta}(\mathbb{T}^d) \to Y$ for different sampling methods. Smoothness parameters are chosen from $\beta > \max\{r, t, \frac{1}{2}\}$ and $r, t > 0$.

we prove upper bounds on worst case errors for the presented sampling strategy based on reconstructing multiple rank-1 lattices in Section 3 and these yield the upper bounds on sampling numbers $g_{M}^{\text{mr1l}}$ for sampling sets consisting of multiple rank-1 lattices as presented in Tables 1.1 and 1.2. In Section 4, we verify our theoretical results in numerical tests and compare the numerical results with those for single rank-1 lattice sampling and sparse grid sampling.

2 Prerequisites

2.1 Function spaces and frequency index sets

For our theoretical considerations, we introduce the subspaces

$$A^{\alpha, \beta}(\mathbb{T}^d) := \left\{ f \in L_1(\mathbb{T}^d) : \| f \|_{A^{\alpha, \beta}(\mathbb{T}^d)} := \sum_{k \in \mathbb{Z}^d} \omega^{\alpha, \beta}(k) |\hat{f}_k| < \infty \right\}$$

of the Wiener algebra $A(\mathbb{T}^d) = A^{0,0}(\mathbb{T}^d)$ with dominating mixed smoothness $\beta \geq 0$, isotropic smoothness $\alpha \geq -\beta$, where the weights $\omega^{\alpha, \beta}$ are defined in (1.4). We remark...
Table 1.2: Upper bounds for sampling numbers for different sampling methods. Smoothness parameters are chosen from \( \alpha < 0, \alpha + \beta > \max\{r, t, \frac{1}{2}\} \) and \( r, t > 0 \). Best known bounds based on energy sparse grid sampling. References marked with * mean that the result is not stated there explicitly but follows with the same method therein.

In Section 3, we require the following embeddings between subspaces \( \mathcal{A}^{\alpha,\beta}(\mathbb{T}^d) \) of the Wiener algebra \( \mathcal{A}(\mathbb{T}^d) \) and periodic Sobolev spaces of generalized mixed smoothness \( \mathcal{H}^{\alpha,\beta}(\mathbb{T}^d) \).

**Lemma 2.1.** ([15, Lemma 2.2]). Let a function \( f \in \mathcal{A}^{\alpha,\beta}(\mathbb{T}^d) \) be given, where the dominating mixed smoothness \( \beta \geq 0 \) and the isotropic smoothness \( \alpha > -\beta \). Then, we have

\[
\|f|\mathcal{H}^{\alpha,\beta}(\mathbb{T}^d)\| \leq \|f|\mathcal{A}^{\alpha,\beta}(\mathbb{T}^d)\|.
\]

For \( f \in \mathcal{H}^{\alpha,\beta+\lambda}(\mathbb{T}^d) \) with \( \lambda > 1/2 \), we have

\[
\|f|\mathcal{A}^{\alpha,\beta}(\mathbb{T}^d)\| \leq \prod_{s=1}^{d} (1 + 2\zeta(2\lambda))^{1/2}\|f|\mathcal{H}^{\alpha,\beta+\lambda}(\mathbb{T}^d)\|
\]

where \( \zeta \) denotes the Riemann zeta function. Therefore, we have the continuous embeddings

\[
\mathcal{H}^{\alpha,\beta+\lambda}(\mathbb{T}^d) \hookrightarrow \mathcal{A}^{\alpha,\beta}(\mathbb{T}^d) \hookrightarrow \mathcal{A}(\mathbb{T}^d) \hookrightarrow L_2(\mathbb{T}^d) \hookrightarrow L_1(\mathbb{T}^d).
\]

If the Fourier coefficients \( \hat{f}_k \) decay in a certain way, one may approximate \( f \) by a Fourier partial sum \( S_I f \) with respect to a frequency index set \( I \subseteq \mathbb{Z}^d, |I| < \infty \), defined by

\[
S_I f := \sum_{k \in I} \hat{f}_k e^{2\pi i k \cdot \cdot}.
\]

As frequency index sets \( I \), we use

\[
I_{N}^{d,T} := \left\{ k \in \mathbb{Z}^d : \omega^{-T,1}(k) = \max(1, \|k\|_1)^{-T} \prod_{s=1}^{d} \max(1, |k_s|) \leq N^{1-T} \right\}, \quad (2.1)
\]
where \( N \geq 1 \) is the refinement, \( T \in (\infty, 1) \) is the shape parameter, and the weights \( \omega^{\alpha,\beta}(k) \) are defined as in (1.4). As a natural extension for \( T = -\infty \), we define the frequency index set \( I_N^{d,-\infty} \) as the \( d \)-dimensional \( \ell_1 \)-ball of size \( N \),

\[
I_N^{d,-\infty} := \{ k \in \mathbb{Z}^d : \max(1, \|k\|_1) \leq N \}.
\]

The number of degrees of freedom when reconstructing \( S_I f \) is \( |I| \). Correspondingly, we bound the cardinalities of the frequency index sets \( I_N^{d,T} \).

**Lemma 2.2.** ([16, Lemma 4.1]). Let the dimension \( d \in \mathbb{N} \), and a shape parameter \( T \in (-\infty, 1) \) be given. Then, the cardinalities of the frequency index sets \( I_N^{d,T} \) are

\[
|I_N^{d,T}| \asymp \begin{cases} 
N^d & \text{for } T = -\infty, \\
N^{\frac{T+1}{d-1}} & \text{for } -\infty < T < 0, \\
N \log^{d-1} N & \text{for } T = 0, \\
N & \text{for } 0 < T < 1,
\end{cases}
\]

for fixed parameters \( d \) and \( T \), where the constants only depend on \( d \) and \( T \).

However, in practice, the Fourier coefficients \( \hat{f}_k \) of a function \( f \) are often hard to compute or even unknown. Then, one may approximate the Fourier coefficients \( \hat{f}_k \) based on sampling values of \( f \). Two possible sampling strategies are considered in the next sections.

### 2.2 Reconstructing (single) rank-1 lattices

First, we start with definitions from [13] using slightly adapted symbols in this work.

The sampling sets \( G \) which are used in this work are based on so-called rank-1 lattices \( \Lambda(z, M) \) as defined in (1.3), where \( z \in \mathbb{Z}^d \) and \( M \in \mathbb{N} \) are called generating vector and lattice size of \( \Lambda(z, M) \), respectively. For an arbitrary multivariate trigonometric polynomial

\[
p \in \Pi_I := \text{span}\{e^{2\pi i k \cdot o} : k \in I\}, \quad p(x) := \sum_{k \in I} \hat{p}_k e^{2\pi i k \cdot x}, \hat{p}_k \in \mathbb{C},
\]

with frequencies \( k \) supported on an index set \( I \subset \mathbb{Z}^d \), \( |I| < \infty \), we can reconstruct all the Fourier coefficients \( \hat{p}_k \), \( k \in I \), from samples along a rank-1 lattice \( G := \Lambda(z, M) \) if the Fourier matrix \( A(G, I) := (e^{2\pi i k \cdot x})_{x \in G, k \in I} \) has full column rank, see e.g. [12, 11]. This is the case if and only if \( \Lambda(z, M) \) is a **reconstructing rank-1 lattice** for \( I \), i.e., the reconstruction property

\[
k \cdot z \not\equiv k' \cdot z \pmod{M} \quad \text{for all } k, k' \in I, k \neq k',
\]

is fulfilled.
Using sampling values of $p$ along a reconstructing rank-1 lattice $\Lambda(z, M)$ for $I$, the reconstruction can be performed in a fast way by applying a one-dimensional fast Fourier transform,

$$\hat{h}_l := \sum_{j=0}^{M-1} p\left(\frac{j}{M}z \mod 1\right) e^{-2\pi i lj/M}, \quad l = 0, \ldots, M - 1, \quad (2.3)$$

followed by the simple index transform

$$\hat{p}_{\Lambda(z, M)}^k := \frac{1}{M} \hat{h}_{k \cdot z \mod M}, \quad k \in I, \quad (2.4)$$

cf. [11, Algorithm 3.2]. This computation requires $O(M \log M + d |I|)$ arithmetic operations.

Moreover, a reconstructing rank-1 lattice $\Lambda(z, M)$ can be easily constructed using a simple component-by-component construction method, cf. [12]. However, the construction method has rather high computational costs and may require $O(d |I|^3)$ arithmetic operations. Furthermore, under mild assumptions, the number of samples $M$ is bounded by $|I| \leq M \leq |I|^2$, where this number tends more to the upper bound for many interesting structures of frequency index sets $I$. For instance, for the axis cross $I := \{k \in \mathbb{Z}^d: \|k\|_\infty = \|k\|_1 \leq N\}, N \in \mathbb{N}$, it can be shown that $M \geq |I|^2$ is a necessary condition for a reconstructing rank-1 lattice, cf. [11, 3].

Applying (2.3) and (2.4) to sampling values of continuous periodic functions $f: \mathbb{T}^d \to \mathbb{C}$ for a given frequency index set $I \subset \mathbb{Z}^d$ and rank-1 lattice $\Lambda(z, M)$, we obtain all the approximated Fourier coefficients

$$\hat{f}_{\Lambda(z, M)}^k := \frac{1}{M} \sum_{j=0}^{M-1} f\left(\frac{j}{M}z \mod 1\right) e^{-2\pi i jk \cdot z/M} \quad (2.5)$$

$$= \sum_{k' \in \mathbb{Z}^d} \hat{f}_{k'} = \sum_{h \in \Lambda(z, M)^\perp} \hat{f}_{k + h} \quad k \in I,$$

where

$$\Lambda(z, M)^\perp := \{h \in \mathbb{Z}^d: h \cdot z \equiv 0 \pmod{M}\} \quad (2.6)$$

is the (integer) dual lattice of the rank-1 lattice $\Lambda(z, M)$. Based on the approximated Fourier coefficients $\hat{f}_{\Lambda(z, M)}^k$, we define the rank-1 lattice sampling operator $S_{I}^{\Lambda(z, M)}$ by

$$S_{I}^{\Lambda(z, M)} f := \sum_{k \in I} \hat{f}_{\Lambda(z, M)}^k e^{2\pi ik \cdot z}. \quad (2.7)$$

We stress on the fact that the reconstruction property (2.2) is equivalent to the requirement that the sampling operator $S_{I}^{\Lambda(z, M)}$ reproduces all trigonometric polynomials $p$ with frequencies supported on $I$, i.e., $S_{I}^{\Lambda(z, M)} p = p$ holds for $p \in \Pi_I$. 

8
For various approximation settings, the errors for single rank-1 lattice sampling have already been investigated, cf. e.g. [26, 20, 21, 15, 16, 29, 3]. When estimating the sampling error \( f - S_I^{A(z,M)} f \), one usually splits this error into the truncation error and aliasing error, 

\[
S_I f = (f - S_I f) + (S_I f - S_I^{A(z,M)} f).
\]

Applying the triangle inequality on the norm \( \| \circ |Y \| \) of the target space \( Y \) yields

\[
\| f - S_I^{A(z,M)} f \|_Y \leq \| f - S_I f \|_Y + \| S_I f - S_I^{A(z,M)} f \|_Y.
\]

If the employed single rank-1 lattice \( \Lambda(z, M) \) is a reconstructing one for the frequency index set \( I \), theoretical upper bounds on the truncation error \( \| f - S_I f \|_Y \) and aliasing error \( \| S_I f - S_I^{A(z,M)} f \|_Y \) are of comparable order of magnitude in many cases. However, the main issue when using reconstructing single rank-1 lattices \( \Lambda(z, M) \) as sampling schemes is the (asymptotically) large oversampling \( M \gg |I| \) for the arising structures of frequency index sets \( I \) in highly interesting approximation settings. This large oversampling leads to sampling errors of lower order with respect to \( M \), compare e.g. the sampling numbers \( g_{\text{latt}}^M \) for single rank-1 lattice sampling with the sampling numbers \( g_{\text{lin}}^M \) for general linear sampling operators in Tables 1.1 and 1.2. We remark that the lower bounds on the sampling numbers \( g_{\text{latt}}^M \) correspond to the upper bounds in the main rate, [3, Section 3].

### 2.3 Reconstructing multiple rank-1 lattices

Recently, in [14, 13], a modified approach was presented, which allows one to drastically reduce the number of samples when reconstructing arbitrary multivariate trigonometric polynomials \( p \). This approach uses rank-1 lattices \( \Lambda(z, M) \) as building blocks and builds sampling sets based on multiple instances. The corresponding sampling sets \( G \) are called multiple rank-1 lattices and they can be constructed by simple and efficient randomized construction algorithms, cf. [13, Algorithms 1 to 6]. A multiple rank-1 lattice \( \Lambda = \Lambda(z_1, M_1, \ldots, z_L, M_L) \) is the union of \( L \in \mathbb{N} \) single rank-1 lattices, cf. (1.2), and consists of \( |\Lambda(z_1, M_1, \ldots, z_L, M_L)| \leq 1 - L + \sum_{\ell=1}^L M_\ell \) distinct nodes. If \( \Lambda \) allows for the reconstruction of all multivariate trigonometric polynomials \( p \) with frequencies supported on a frequency index set \( I \), it will be called reconstructing multiple rank-1 lattice for \( I \).

In simplified terms, the basic idea is that each of the rank-1 lattices \( \Lambda(z_\ell, M_\ell), \ell = 1, \ldots, L \), should be a reconstructing one for some index set \( I_\ell \subset I \) and that \( \bigcup_{\ell=1}^L I_\ell = I \). We remark that this condition is not sufficient in general and we require additional properties.

The construction approach utilized in this work is Algorithm 1, originally stated as [13, Algorithm 4], which determines a reconstructing multiple rank-1 lattice \( \Lambda \) for a given index set \( I \) with high probability, such that the reconstruction property

\[
\bigcup_{\ell=1}^L I_\ell = I
\]

is fulfilled with index sets

\[
I_\ell := \{ k \in I : k \cdot z_\ell \not\equiv k' \cdot z_\ell \pmod{M_\ell} \text{ for all } k' \in I \setminus \{k\} \}.
\]
Algorithm 1 ([13, Algorithm 4]). Determining reconstructing multiple rank-1 lattices with pairwise distinct lattice sizes $M_ℓ$

Input:
- $I ⊂ \mathbb{Z}^d$ frequency index set
- $c ∈ (1, \infty) ⊂ \mathbb{R}$ oversampling factor
- $δ ∈ (0, 1) ⊂ \mathbb{R}$ upper bound on failure probability

$L_{\text{max}} := \left\lceil \left(\frac{c}{c-1}\right)^2 \frac{\ln T-\ln δ}{2} \right\rceil$

$determine \; P^I_{λ,L_{\text{max}}}$, cf. (2.10), and arrange $p_1 < \ldots < p_{L_{\text{max}}}$

$\tilde{I} := \emptyset$

$L := 0$

while $|\tilde{I}| < |I|$ and $L < L_{\text{max}}$ do
  $L := L + 1$
  choose $M_L := p_L ∈ P^I_{λ,L_{\text{max}}}$
  choose $z_L$ from $[0, M_L - 1]^d \cap \mathbb{Z}^d$ uniformly at random
  if $\{k ∈ I: \exists h ∈ I \setminus \{k\} with k · z_L ≡ h · z_L (mod M_L)\} ⊄ \tilde{I}$ then
    compute $\tilde{I} := \tilde{I} \cup \{k ∈ I: \exists h ∈ I \setminus \{k\} with k · z_L ≡ h · z_L (mod M_L)\}$
  else
    $L := L - 1$
  end if
end while

Output:
- $M_1, \ldots, M_L$ lattice sizes of rank-1 lattices and
- $z_1, \ldots, z_L$ generating vectors of rank-1 lattices such that
- $Λ(z_1, M_1, \ldots, z_L, M_L)$ is a reconstructing multiple rank-1 lattice for $I$ with probability at least $1 - δ$

Complexity: $O(|I|(d + \log |I|) \log |I|)$ w.h.p.

for $c(|I| - 1) ≥ N_I$ and fixed $c$ and $δ$, where

$N_I := \max_{j=1,\ldots,d}\{\max_{k ∈ I} k_j - \min_{l ∈ I} l_j\}$ is the expansion of $I$

The rank-1 lattice sizes $M_ℓ$ are chosen distinctly from the set

$$P^I_{λ,L_{\text{max}}} := \left\{ p_ℓ ∈ P^I: p_j := \begin{cases} \min\{p ∈ P^I: p > λ\} & : j = 1 \\ \min\{p ∈ P^I: p > p_{j-1}\} & : j = 2, \ldots, L_{\text{max}} \end{cases} \right\}$$ (2.10)

of the $L_{\text{max}} ∈ \mathbb{N}$ smallest prime numbers in

$P^I := \{M' ∈ \mathbb{N}: M' prime with |\{k mod M': k ∈ I\}| = |I|\}$

larger than a certain $λ ∈ \mathbb{N}$. Under mild technical assumptions, cf. [13, Corollary 3.7], the mentioned algorithm returns a multiple rank-1 lattice $Λ = Λ(z_1, M_1, \ldots, z_L, M_L)$ of cardinality $|Λ| ≤ M ∈ \mathcal{O}(|I| \log |I|)$, where $M := \sum_{ℓ=1}^{L} M_ℓ$ is an upper bound on the
number of sampling nodes within $\Lambda$, the lattice sizes $M_\ell \approx c |I|$, $c > 1$, and $L \lesssim \log |I|$. With high probability, $\Lambda$ fulfills reconstruction property (2.9) and the construction requires $O(|I|(d + \log |I|) \log |I|)$ arithmetic operations, see also [13, Corollary 3.7]. At this point, we stress the facts that the oversampling factor $\frac{1 + \sum_{\ell=1}^{L} (M_\ell - 1)}{|I|} \leq \frac{M}{|I|} \lesssim \log |I|$ does not depend on the dimension $d$ and that checking the reconstruction property (2.9) can be efficiently performed during construction in Algorithm 1.

Besides the small cardinalities and fast construction algorithms, a further main advantage of reconstructing multiple rank-1 lattices is the existence of a direct and fast inversion method for computing Fourier coefficients $\hat{p}_k$ from samples, cf. Algorithm 2. Its arithmetic complexity is $O(M \log M + L |I| d)$ in total. For more details on the adjoint rank-1 lattice FFT, we refer to [11, Algorithm 3.2]. The computation of the index sets $I_\ell$ can be performed similarly as in the construction of reconstructing multiple rank-1 lattices, cf. [13, Section 3] in the context of [13, Equation 3.8] for full details.

Similar to the approach for single rank-1 lattices $\Lambda(z, M)$ in Section 2.2, we apply Algorithm 2 to sampling values $(f(\tilde{x}_j))_{\tilde{x}_j \in \Lambda}$ of continuous periodic functions $f: \mathbb{T}^d \to \mathbb{C}$, where $\Lambda = \Lambda(z_1, M_1, \ldots, z_L, M_L)$ is a reconstructing multiple rank-1 lattice fulfilling reconstruction property (2.9) for a given frequency index set $I$. We denote by $\hat{f}_k^\Lambda, k \in I$, the approximated Fourier coefficients returned by Algorithm 2. Correspondingly, we define a sampling operator by

$$S_0^\Lambda f := \sum_{k \in I} \hat{f}_k^\Lambda e^{2\pi i k \cdot \cdot}.$$  

The main focus of this paper are upper bounds on norms of sampling errors $f - S_0^\Lambda f$ as discussed in the next section, which immediately result in the estimates of the sampling numbers $g_{\text{mr}1l}^{|M|$ in Tables 1.1 and 1.2.

3 Multiple rank-1 lattice sampling and error estimates

In this section, we show estimates on sampling errors $f - S_0^\Lambda f$ in specific norms, when sampling along multiple rank-1 lattices $\Lambda$ fulfilling reconstruction property (2.9) and applying Algorithm 2. We use the splitting approach (2.8), which leads to already estimated bounds on truncation errors $f - S_0 f$, see e.g. [3, 29] and the references therein. Subsequently, we determine the corresponding aliasing errors $S_0 f - S_0^\Lambda f$.

To this end, we introduce the index set

$$\mathcal{L}_k := \{ \ell \in \{1, \ldots, L\} : k \cdot z_\ell \not\equiv h \cdot z_\ell \pmod{M_\ell} \forall h \in I \setminus \{k\} \}$$

for each frequency $k \in I$, where the cardinality $|\mathcal{L}_k|$ corresponds to the value of $\text{counter}[k]$ at the end of Algorithm 2.
Algorithm 2 ([17, Algorithm 2]). Reconstruction of a multivariate trigonometric polynomial $p$ from sampling values along reconstructing multiple rank-1 lattice fulfilling reconstruction property (2.9).

**Input:**

$I \subset \mathbb{Z}^d$

$\Lambda := \Lambda(z_1, M_1, \ldots, z_L, M_L)$

$(p(\tilde{x}_j))_{\tilde{x}_j \in \Lambda}$

**Output:**

reconstructed Fourier coefficients $= (\hat{p}^\Lambda)_{k \in I}$ for $p \in \Pi_I$

**Complexity:** $\mathcal{O}(M \log M + L |I| (d + \log |I|))$, $M := \sum_{\ell=1}^L M_\ell$

1. Initialize $\text{counter}[k] := 0$ and set output Fourier coefficients $\hat{p}_k^\Lambda := 0$ for $k \in I$.
2. **forall** $\ell \in \{1, \ldots, L\}$ do
3. Determine frequency index set
   
   $I_\ell := \{k \in I : \exists h \in I \setminus \{k\} \text{ with } k \cdot z_\ell \equiv h \cdot z_\ell \pmod{M_\ell}\}$, cf. (2.9),

   containing those frequencies $k \in I$ where the corresponding Fourier coefficients $\hat{p}_k$ of $p \in \Pi_I$ can be exactly reconstructed using the samples $(p(\tilde{x}_j))_{\tilde{x}_j \in \Lambda(z_\ell, M_\ell)}$ for $p \in \Pi_I$.
4. Compute $\hat{p}_k^{\Lambda(z_\ell, M_\ell)} := \frac{1}{M_\ell} \sum_{j=0}^{M_\ell-1} p \left( \frac{j}{M_\ell} z_\ell \pmod{1} \right) e^{-2\pi i k \cdot z_\ell / M_\ell}$ for $k \in I_\ell$, using adjoint rank-1 lattice FFT, cf. (2.3) and (2.4). We have $\hat{p}_k^{\Lambda(z_\ell, M_\ell)} = \hat{p}_k$ for $p \in \Pi_I$.
5. For $k \in I_\ell$, set $\hat{p}_k^\Lambda := \hat{p}_k^\Lambda + \hat{p}_k^{\Lambda(z_\ell, M_\ell)}$ and $\text{counter}[k] := \text{counter}[k] + 1$.
6. **end for**
7. Set $\hat{p}_k^\Lambda := \hat{p}_k^\Lambda / \text{counter}[k]$ for $k \in I$.

**Lemma 3.1.** Let a function $f \in \mathcal{A}(\mathbb{T}^d) \cap \mathcal{C}(\mathbb{T}^d)$, a frequency index set $I \subset \mathbb{Z}^d$, $|I| < \infty$, and a multiple rank-1 lattice $\Lambda := \Lambda(z_1, M_1, \ldots, z_L, M_L) \subset \mathbb{T}^d$ fulfilling reconstruction property (2.9) be given. Then, the aliasing error $S_I f - S_I^\Lambda f$ can be characterized by

$$S_I f - S_I^\Lambda f = -\sum_{k \in I} \frac{1}{|\mathcal{L}_k^\Lambda|} \sum_{\ell \in \mathcal{L}_k^\Lambda} \sum_{h \in \Lambda(z_\ell, M_\ell)^+ \setminus \{0\}} \hat{f}_{k+h} e^{2\pi i k \cdot h}$$

and can be estimated by

$$\|S_I f - S_I^\Lambda f\|_{L_\infty(\mathbb{T}^d)} \leq L \sum_{k \in \mathbb{Z}^d \setminus I} |\hat{f}_k| = L \|f - S_I f\|_{\mathcal{A}(\mathbb{T}^d)}.$$ 

**Proof.** Since we have $f(\frac{j}{M_\ell} z_\ell \pmod{1}) = \sum_{h \in \mathbb{Z}^d} \hat{f}_h e^{2\pi i j h \cdot z_\ell / M_\ell}$, $\ell \in \{1, \ldots, L\}$, we obtain

$$\hat{f}_k^{\Lambda(z_\ell, M_\ell)} \overset{(2.5)}{=} \sum_{h \in \Lambda(z_\ell, M_\ell)^+} \hat{f}_{k+h}.$$
Due to the reconstruction property (2.9), we obtain $\mathcal{L}_k^\Lambda \neq \emptyset$. Taking the averaging $\hat{f}_k^\Lambda := \frac{1}{|\mathcal{L}_k^\Lambda|} \sum_{\ell \in \mathcal{L}_k^\Lambda} \hat{f}_k^{\Lambda(\ell; I_\ell)}$ in Algorithm 2 and the aliasing formula

$$
\hat{f}_k^\Lambda = \frac{1}{|\mathcal{L}_k^\Lambda|} \sum_{\ell \in \mathcal{L}_k^\Lambda} \sum_{h \in \mathbb{Z}^d} \hat{f}_{k+h} = \frac{1}{|\mathcal{L}_k^\Lambda|} \sum_{\ell \in \mathcal{L}_k^\Lambda} \sum_{h \in \Lambda(\ell; I_\ell)^\perp} \hat{f}_{k+h},
$$

into account, representation (3.1) follows. Exploiting the properties of the index sets $\ell : I = \{k \in I: \not\equiv h \in I \setminus \{k\}$ with $k \cdot z_\ell \equiv h \cdot z_\ell \pmod{M_\ell}, \ell = 1, \ldots, L$, and $\mathcal{L}_k^\Lambda$ yields

$$
\|S_\ell f - S_\ell^\Lambda f\|_{L^\infty(\mathbb{T}^d)} \leq \sum_{k \in I} \frac{1}{|\mathcal{L}_k^\Lambda|} \sum_{\ell \in \mathcal{L}_k^\Lambda} \sum_{h \in \Lambda(\ell; I_\ell)^\perp \setminus \{0\}} |\hat{f}_{k+h}|.
$$

It remains to show

$$
\sum_{k \in I_\ell} \sum_{h \in \mathbb{Z}^d \setminus \{0\}} |\hat{f}_{k+h}| = \sum_{k \in I_\ell} \sum_{h \in \Lambda(\ell; M_\ell)^\perp \setminus \{0\}} |\hat{f}_{k+h}| \leq \sum_{k \in I_\ell} \sum_{h \in \Lambda(\ell; M_\ell)^\perp \setminus \{0\}} |\hat{f}_{k}| \quad (3.3)
$$

for each $\ell \in \{1, \ldots, L\}$ in order to achieve the statement. In doing so, we fix $\ell \in \{1, \ldots, L\}$ and we now deduce

$$
k + h \neq k' + h' \text{ for all } k \in I_\ell, k' \in I \setminus \{k\} \text{ and } h, h' \in \Lambda(z_\ell, M_\ell)^\perp \quad (3.4)
$$

by contradiction, similarly as in the proof of [3, Lemma 6]. Having the reconstruction property (2.9) fulfilled, we assume that there exist frequencies $k \in I_\ell, k' \in I \setminus \{k\}$ and $h, h' \in \Lambda(z_\ell, M_\ell)^\perp$ such that $k + h = k' + h'$. Then, we have $k - k' = h' - h$ and consequently

$$(k - k') \cdot z_\ell \equiv (h' - h) \cdot z_\ell \equiv 0 \pmod{M_\ell},$$

since $h, h' \in \Lambda(z_\ell, M_\ell)^\perp$ implies $h' - h \in \Lambda(z_\ell, M_\ell)^\perp$, cf. (2.6). Accordingly, we obtain $(k - k') \cdot z_\ell \equiv 0 \pmod{M_\ell}$ or equivalently $k \cdot z_\ell \equiv k' \cdot z_\ell \pmod{M_\ell}$ which is in contradiction with the reconstruction property (2.9). Consequently, (3.4) follows.

In particular, setting $h' := 0$, results in $k + h \not\in I$ for all $k \in I_\ell$ and $h \in \Lambda(z_\ell, M_\ell)^\perp \setminus \{0\}$. Moreover, due to the reconstruction property (2.9) and the inclusion $I_\ell \subset I$ we have $k \cdot z_\ell \neq k' \cdot z_\ell \pmod{M_\ell}$ for all $k, k' \in I_\ell, k' \neq k$. Consequently, we observe that the sets

$$
\{l : l \in \mathbb{Z}^d \setminus \{k\}, l \cdot z_\ell \equiv k \cdot z_\ell \pmod{M_\ell}\} = \{k + h : h \in \Lambda(z_\ell, M_\ell)^\perp \setminus \{0\}, k \in I_\ell, \}
$$
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are pairwise disjoint and do not contain elements from $I$, i.e.,

$$\bigcup_{k \in I_k} \{ k + h : h \in \Lambda(z_\ell, M_\ell)^{-1} \setminus \{0\} \} \subset \mathbb{Z}^d \setminus I.$$

This yields (3.3) for each $\ell \in \{1, \ldots, L\}$ and the upper bound in (3.2) follows. \hfill \blacksquare

These results allow for first estimates on the sampling errors for multiple rank-1 lattice sampling. We start with the target spaces $L_\infty(\mathbb{T}^d)$ and source spaces $\mathcal{A}^{\alpha, \beta}(\mathbb{T}^d)$ where the latter are subspaces of the Wiener Algebra.

**Theorem 3.2.** Let a function $f \in \mathcal{A}^{\alpha, \beta}(\mathbb{T}^d) \cap \mathcal{C}(\mathbb{T}^d)$, the frequency index set $I_{N}^{d, T}$ and a multiple rank-1 lattice $\Lambda := \Lambda(z_1, M_1, \ldots, z_L, M_L) \subset \mathbb{T}^d$ fulfilling reconstruction property (2.9) for $I = I_{N}^{d, T}$ be given, where the refinement $N \geq 1$, the dominating mixed smoothness $\beta \geq 0$, the isotropic smoothness $\alpha > -\beta$, and the shape parameter $T := -\frac{\beta}{\alpha}$ with $T := -\infty$ for $\beta = 0$. Moreover, let the approximated Fourier coefficients $\hat{f}_k^\Lambda, k \in I_{N}^{d, T}$, be computed by Algorithm 2. Then, the sampling error is bounded by

$$\| f - S_{I_{N}^{d, T}}^\Lambda f |L_\infty(\mathbb{T}^d) \| \leq \| f - S_{I_{N}^{d, T}}^\Lambda f |\mathcal{A}(\mathbb{T}^d) \| \leq N^{-(\alpha + \beta)} (1 + L) \| f |\mathcal{A}^{\alpha, \beta}(\mathbb{T}^d) \|. \quad (3.5)$$

**Proof.** Applying inequality (2.8) in the $L_\infty(\mathbb{T}^d)$ norm on $f - S_{I_{N}^{d, T}}^\Lambda f$, we estimate the sampling error by $\| f - S_{I_{N}^{d, T}}^\Lambda f |L_\infty(\mathbb{T}^d) \| \leq \| f - S_{I_{N}^{d, T}}^\Lambda f |L_\infty(\mathbb{T}^d) \| + \| S_{I_{N}^{d, T}}^\Lambda f - S_{I_{N}^{d, T}} f |L_\infty(\mathbb{T}^d) \|$. In the following, we estimate the truncation error $f - S_{I_{N}^{d, T}} f$ as in the proof of [15, Theorem 3.3]. We have $f - S_{I_{N}^{d, T}} f = \sum_{k \in \mathbb{Z}^d \setminus I_{N}^{d, T}} \hat{f}_k e^{2\pi i k \cdot \omega}$. Using the weights $\omega^{\alpha, \beta}(k)$, the definition of the frequency index sets $I_{N}^{d, T}$ in (2.1), and the choice $T = -\alpha/\beta$ for $\beta > 0$, we obtain

$$\| f - S_{I_{N}^{d, T}} f |L_\infty(\mathbb{T}^d) \| \leq \| f - S_{I_{N}^{d, T}} f |\mathcal{A}(\mathbb{T}^d) \| = \sum_{k \in \mathbb{Z}^d \setminus I_{N}^{d, T}} |\hat{f}_k|$$

$$= \sum_{k \in \mathbb{Z}^d \setminus I_{N}^{d, T}} \frac{\omega^{\alpha, \beta}(k) \hat{f}_k}{\omega^{\alpha, \beta}(k)} \leq \sup_{k \in \mathbb{Z}^d \setminus I_{N}^{d, T}} \frac{1}{\omega^{\alpha, \beta}(k)} \sum_{k \in \mathbb{Z}^d \setminus I_{N}^{d, T}} \omega^{\alpha, \beta}(k) |\hat{f}_k|$$

$$\leq \sup_{k \in I_{N}^{d, T}} \omega^{\alpha, \beta}(k) \sum_{k \in \mathbb{Z}^d} \omega^{\alpha, \beta}(k) |\hat{f}_k|$$

$$\leq N^{-(\alpha + \beta)} \| f |\mathcal{A}^{\alpha, \beta}(\mathbb{T}^d) \|,$$

due to Hölder’s inequality, see also [15, Lemma 3.2]. For $\beta = 0$, we proceed analogously.

Next, we estimate the aliasing error. Applying Lemma 3.1 results in the estimate $\| S_{I_{N}^{d, T}} f - S_{I_{N}^{d, T}}^\Lambda f |L_\infty(\mathbb{T}^d) \| \leq L \sum_{k \in \mathbb{Z}^d \setminus I_{N}^{d, T}} |\hat{f}_k|$ and we proceed as in the estimate of the truncation error $f - S_{I_{N}^{d, T}} f$, which yields (3.5). \hfill \blacksquare
The last theorem provides estimates on the sampling error in terms of the refinement $N$ of the used frequency index sets $I_{N}^{d,T}$ and the number $L$ of used rank-1 lattices. Since the main objectives of the paper are exact estimates on sampling errors in terms of the number $|\Lambda|$ of used sampling values, we still need to bound $N$ and $L$ with respect to $M := \sum_{\ell=1}^{L} M_{\ell} \geq |\Lambda|$.

Due to [13, Corollary 3.7] a multiple rank-1 lattice $\Lambda$ fulfilling reconstruction property (2.9) can be determined for arbitrary index sets $I \subset \mathbb{Z}^{d}$ with $|\Lambda| \lesssim |I| L \lesssim |I| \ln |I|$, where one assumes

$$|I| \geq 2, \quad |I| \gtrsim N_{I} := \max_{j=1,...,d} \{ \max_{k \in I} k_{j} - \min_{I_{j} \in I} l_{j} \}, \quad \text{and} \quad |I| \gtrsim L \ln L.$$  

Algorithm 1 efficiently constructs such a multiple rank-1 lattice $\Lambda$ with high probability. We stress the fact, that for $I := I_{N}^{d,T}$ the first two assumptions $|I_{N}^{d,T}| \geq 2$ and $|I_{N}^{d,T}| \gtrsim N_{I}$ are naturally fulfilled. The third assumption $|I_{N}^{d,T}| \gtrsim L \ln L$ is not a restriction in asymptotics since $L$ depends only linearly on $\ln |I_{N}^{d,T}|$.

Accordingly, we achieve the following statements that lead to the results of the second columns and third rows of Tables 1.1 and 1.2 when taking Lemma 2.1 into account.

**Corollary 3.3.** Under the assumptions of Theorem 3.2, we additionally assume that the number $L$ of single rank-1 lattices is bounded by $L \lesssim \log |I_{N}^{d,T}|$ and that the number of samples $M$ is bounded by $M := \sum_{\ell=1}^{L} M_{\ell} \lesssim |I_{N}^{d,T}| \log |I_{N}^{d,T}|$ (e.g. $\Lambda$ is constructed by Algorithm 1). Then the sampling error is bounded by

$$\|f - S_{I_{N}^{d,T}}^{\Lambda} f|L_{\infty}(\mathbb{T}^{d})\| \leq \|f - S_{I_{N}^{d,T}}^{\Lambda} f|\mathcal{A}(\mathbb{T}^{d})\| \lesssim \|f|\mathcal{A}^{\alpha,\beta}(\mathbb{T}^{d})\| (\log M) \begin{cases} \left( \frac{\log M}{M} \right)^{\frac{\alpha+\beta}{\beta}} & \text{for } \alpha > 0, \beta \geq 0, \\ \left( \frac{\log d}{M} \right)^{\beta} & \text{for } \beta > \alpha = 0, \\ \left( \frac{\log M}{M} \right)^{\alpha+\beta} & \text{for } -\beta < \alpha < 0, \end{cases}$$

where the constants may depend on the dimension $d$ and the smoothness parameters $\alpha, \beta$.

**Proof.** The assumed upper bounds on $L$ and $M$ imply $L \lesssim \log N \lesssim \log M$, cf. Lemma 2.2. Theorem 3.2 yields

$$\|f - S_{I_{N}^{d,T}}^{\Lambda} f|L_{\infty}(\mathbb{T}^{d})\| \leq \|f - S_{I_{N}^{d,T}}^{\Lambda} f|\mathcal{A}(\mathbb{T}^{d})\| \lesssim N^{-\alpha-\beta} (\log N) \|f|\mathcal{A}^{\alpha,\beta}(\mathbb{T}^{d})\|,$$

where the constants may depend on the dimension $d$ and the shape parameter $T$. Again, taking the cardinalities $|I_{N}^{d,T}|$ from Lemma 2.2 into account yields the assertion. 

Since users are also interested in approximations in more specific target spaces, cf. e.g. [30, 8], we investigate approximation errors measured in the norm of the spaces $\mathcal{H}^{r,t}(\mathbb{T}^{d})$. In this setting, commonly occurring source spaces are Hilbert spaces of the same type with smoothness of higher order. Estimates on the norm of the truncation error $f - S_{I_{N}^{d,T}}^{\Lambda}$ can be obtained by an already established argument which uses shiftings of the smoothness parameters. However, this shifting argument is not applicable in order to achieve suitable estimates on the aliasing errors $S_{I_{N}^{d,T}} f - S_{I_{N}^{d,T}}^{\Lambda}$ of rank-1 lattice sampling strategies. For that reason, we take a detour through subspaces of the Wiener Algebra in order to estimate the norm of the aliasing error, which leads to the crucial statement in the next theorem.
Theorem 3.4. Let the dominating mixed smoothness $t \geq 0$ and the isotropic smoothness $r \geq -t$ of the target space $H^{r,t}(\mathbb{T}^d)$ as well as the dominating mixed smoothness $\beta \geq t$ and the isotropic smoothness $\alpha > -\beta$ of the source space $A^{\alpha,\beta}(\mathbb{T}^d)$ be given, where $\alpha + \beta > r + t \geq 0$. Moreover, let a function $f \in C(\mathbb{T}^d) \cap A^{\alpha,\beta}(\mathbb{T}^d)$, a frequency index set $I_N^d$ and a multiple rank-1 lattice $d,T$ and a multiple rank-1 lattice $d,T$ fulfilling reconstruction property (2.9) for $I = I_N^d$ be given, where the refinement $N \geq 1$ and the shape parameter $T \in [-\frac{r}{t}, 1)$ with $-\frac{r}{t} := -\infty$ for $t = 0$. Then, the sampling error is bounded by

$$\|f - S^\Lambda_{I_N^d} f|H^{r,t}(\mathbb{T}^d)\| \leq N^{-(\alpha - r + \beta - t)}$$

$$\cdot \left(\|f|H^{\alpha,\beta}(\mathbb{T}^d)\| \left\{ \begin{array}{ll} N^{d(1 - r)} d^{-d} & \text{for } T > -\frac{\alpha - r}{\beta - t} \\ d^{-d(T - r)} & \text{for } T \leq -\frac{\alpha - r}{\beta - t} \end{array} \right\} + \|f|A^{\alpha,\beta}(\mathbb{T}^d)\| L \left\{ \begin{array}{ll} d^{\frac{T + r}{r(t + \alpha - \beta)}} N^{d(1 - r)} d^{-\frac{T + r}{r(t + \alpha - \beta)}} & \text{for } T > -\frac{\beta}{\beta - t} \\ d^{-d(T - r)} & \text{for } T \leq -\frac{\beta}{\beta - t} \end{array} \right\} \right),$$

(3.6)

where we define $T t := 0$ for $t = 0$.

Proof. We follow the general strategy of the proof of [15, Theorem 3.4]. First, we apply inequality (2.8) in the $H^{r,t}(\mathbb{T}^d)$ norm on $f - S^\Lambda_{I_N^d} f$ and split up the sampling error. For a function $f \in H^{\alpha,\beta}(\mathbb{T}^d)$, we have

$$\|f - S^\Lambda_{I_N^d} f|H^{r,t}(\mathbb{T}^d)\|^2 = \sum_{k \in \mathbb{Z}^d \setminus I_N^d} \omega^{r,t}(k)^2 \frac{\omega^{\alpha,\beta}(k)^2}{\omega^{\alpha,\beta}(k)^2} |\hat{f}_k|^2$$

$$\leq \left( \max_{k \in \mathbb{Z}^d \setminus I_N^d} \omega^{(\alpha - r),-(\beta - t)}(k)^2 \right) \sum_{k \in \mathbb{Z}^d \setminus I_N^d} \omega^{\alpha,\beta}(k)^2 |\hat{f}_k|^2.$$
and due to the concaveness of the square root function, we estimate

\[
\|S_{I_N}^{d,t} f - S_{I_N}^{\Lambda} f\|_{\mathcal{H}^{r,t}(|T|^d)} \leq \left( \sum_{k \in I_N^{d,t}} \frac{\omega_{r,t}(k)^2}{L_k^{\Lambda}} \sum_{\ell \in \mathcal{L}_k^{\Lambda}} \sum_{h \in \Lambda(z_{\ell,M}) - \{0\}} |\hat{f}_{k+h}| \right)^{\frac{1}{2}} \\
\leq \sum_{k \in I_N^{d,t}} \frac{\omega_{r,t}(k)}{L_k^{\Lambda}} \left( \sum_{\ell \in \mathcal{L}_k^{\Lambda}} \sum_{h \in \Lambda(z_{\ell,M}) - \{0\}} |\hat{f}_{k+h}| \right) \\
\leq \max_{k \in I_N^{d,t}} \frac{\omega_{r,t}(k)}{L_k^{\Lambda}} \sum_{\ell \in L_k^{\Lambda}} \sum_{h \in \Lambda(z_{\ell,M}) - \{0\}} |\hat{f}_{k+h}| \\
= \max_{k \in I_N^{d,t}} \frac{\omega_{r,t}(k)}{L_k^{\Lambda}} \sum_{\ell=1}^{L} \sum_{k \in L_k^{\Lambda}} \sum_{h \in \Lambda(z_{\ell,M}) - \{0\}} |\hat{f}_{k+h}| \\
\leq \max_{k \in I_N^{d,t}} \omega_{r,t}(k) L \sum_{k \in \mathbb{Z}^d \setminus I_N^{d,t}} |\hat{f}_k|.
\]

Applying [15, Lemma 2.4] with \(-\frac{r}{t} =: \tilde{T} \leq T\), we estimate \(\max_{k \in I_N^{d,t}} \omega_{r,t}(k) \leq d^{(T+t)/(1-T)} N^{r+t}\), where we define \(T t := 0\) for \(t = 0\). Incorporating the weights \(\omega^{\alpha,\beta}(k)\), we infer

\[
\|S_{I_N}^{d,t} f - S_{I_N}^{\Lambda} f\|_{\mathcal{H}^{r,t}(|T|^d)} \leq d^{\frac{T+t}{1-T}} N^{r+t} \max_{k \in \mathbb{Z}^d \setminus I_N^{d,t}} \frac{1}{\omega^{\alpha,\beta}(k)} \|f|_{\mathcal{A}^{\alpha,\beta}(|T|^d)}\|.
\]

Again we apply [15, Lemma 3.2], where we use \(\tilde{\alpha} := \alpha\) and \(\tilde{\beta} := \beta\). Thus, the latter term can be bounded from above by

\[
\|f|_{\mathcal{A}^{\alpha,\beta}(|T|^d)}\| \leq (\alpha - r - \tilde{\beta} - t) L \left\{ \begin{array}{ll}
d^{\frac{T+t}{1-T}} N^{\frac{\beta + \alpha}{1-t}} & \text{for } T > -\frac{\alpha}{\beta}; \\
d^{-\frac{T}{1-t} + \alpha - r} & \text{for } T \leq -\frac{\alpha}{\beta}; \end{array} \right.
\]

and we obtain (3.6).

Note that Theorem 3.2 as well as Theorem 3.4 provide estimates on the sampling errors with respect to the refinement \(N\) of the frequency index sets \(I_N^{d,T}\), incorporating the dependencies on all parameters and keeping track of all constants. For determining sampling numbers, we consider the dependency on the number \(M\) of used sampling values without regarding terms that only depend on the fixed smoothness parameters \(r,t,\alpha,\beta\), the shape parameter \(T\), or the fixed dimension \(d\). To this end, we apply embedding arguments for the considered function spaces.

In the following, we only discuss these parameter combinations that lead to best possible main rates of the approximation errors with respect to the refinement \(N\) in (3.6).
Corollary 3.5. Under the assumptions of Theorem 3.4, we choose the shape parameter \( T \in \left[ -\frac{\alpha}{t}, \min \left\{ -\frac{\alpha}{\beta}, -\frac{\alpha-r}{\beta-t} \right\} \right] \). Then the sampling error is bounded by

\[
\|f - S_{I_N}^\Lambda f|\mathcal{H}^{r,t}(\mathbb{T}^d)\| \lesssim N^{-(\alpha-r+\beta-t)} L \|f|\mathcal{A}^{\alpha,\beta}(\mathbb{T}^d)\|
\]

where the (hidden) constants may depend on the parameters \( d, r, t, \alpha, \beta, \lambda \).

Using the embeddings \( \mathcal{H}^{\alpha,\beta}(\mathbb{T}^d) \hookrightarrow \mathcal{A}^{\alpha,\beta-\lambda}(\mathbb{T}^d), \lambda > 1/2 \), from Lemma 2.1 immediately yields \( \mathcal{H}^{r,t}(\mathbb{T}^d) \)-error estimates for continuous functions belonging to Sobolev spaces \( \mathcal{H}^{\alpha,\beta}(\mathbb{T}^d) \) of generalized mixed smoothness. Furthermore, we obtain sampling numbers for multiple rank-1 lattice sampling using the estimates on the cardinality of the frequency index sets \( I_N^{d,T} \), which are stated in Lemma 2.2, and the estimate \( L \lesssim \log |I_N^{d,T}| \lesssim \log M \).

Corollary 3.6. Let smoothness parameters \( \beta \geq \lambda > 1/2, r, t, \alpha \in \mathbb{R}, \beta - \lambda \geq t \geq 0, \alpha + \beta - \lambda > r + t \geq 0 \), the shape parameter \( T \in \left[ -\frac{\alpha}{t}, \min \left\{ -\frac{\alpha}{\beta}, -\frac{\alpha-r}{\beta-t} \right\} \right] \) with \( -\frac{\alpha}{t} := -\infty \) for \( t = 0 \), a function \( f \in \mathcal{H}^{\alpha,\beta}(\mathbb{T}^d) \cap \mathcal{C}(\mathbb{T}^d) \), a frequency index set \( I_N^{d,T} \) and a multiple rank-1 lattice \( \Lambda := \Lambda(z_1, M_1, \ldots, z_L, M_L) \subset \mathbb{T}^d \) fulfilling reconstruction property (2.9) for \( I = I_N^{d,T} \) be given, where the refinement \( N \geq 1 \). Additionally, let \( L \lesssim \log |I_N^{d,T}| \) and \( M := \sum_{t=1}^L M_t \lesssim |I_N^{d,T}| \log |I_N^{d,T}| \), (e.g. \( \Lambda \) is constructed by Algorithm 1). Then the sampling error is bounded by

\[
\|f - S_{I_N}^\Lambda f|\mathcal{H}^{r,t}(\mathbb{T}^d)\| \lesssim N^{-(\alpha-r+\beta-t-\lambda)} (\log N) \|f|\mathcal{H}^{\alpha,\beta}(\mathbb{T}^d)\|
\]

and

\[
\|f - S_{I_N}^\Lambda f|\mathcal{H}^{r,t}(\mathbb{T}^d)\| \lesssim \|f|\mathcal{H}^{\alpha,\beta}(\mathbb{T}^d)\| (\log M)
\]

\[
\begin{cases} 
\left( \frac{\log M}{M} \right)^{\frac{\alpha-r+\beta-\lambda}{d}} & \text{for } T = -\infty, \\
\left( \frac{\log M}{M} \right)^{\frac{T/d-1}{d} (\alpha-r+\beta-t-\lambda)} & \text{for } -\infty < T < 0 \\
\left( \frac{\log M}{M} \right)^{\frac{\alpha-r+\beta-t}{d}} & \text{for } T = 0, \\
\left( \frac{\log M}{M} \right)^{\frac{\alpha-r+\beta-t-c}{d}} & \text{for } T > 0,
\end{cases}
\]

where the constants may depend on the dimension \( d \) and the smoothness parameters \( r, t, \alpha, \beta, \lambda \).

Remark 3.7. The given intervals for \( T \) are crucial restrictions of Corollaries 3.5 and 3.6. In particular, there exist parameter combinations, where the intervals are empty and thus the corollaries do not help. Nevertheless, many neglected parameter combinations can be treated by applying Theorem 3.4. However, we only restricted the considerations to the cases where we get error rates that are best possible with respect to the refinement \( N \).
Table 3.1: Possible parameter combinations and corresponding restrictions for Corollary 3.6. Note the additional assumptions $\beta \geq \lambda > 1/2$ and $\alpha + \beta - \lambda > r + t \geq 0$.

Consequently, the assertions only hold for carefully chosen parameter combinations. Table 3.1 presents these combinations for Corollary 3.6. For $\alpha \geq 0$, it turns out that all adequate parameter combinations imply that $T := -\frac{\alpha}{\beta - \lambda}$ is the best possible choice of this shape parameter in the sense that for $T \in [-\infty, 0]$ the dependency on the dimension $d$ of the sampling rates decreases for growing $T$. Accordingly, the frequency index set $I_{d,T}^{N}$ only depends on $\alpha$ and $\beta - \lambda$, and thus, the smoothness parameters $\alpha$ and $\beta$ of the source space determine the estimate of the number of sampling nodes $M$ in terms of the refinement $N$. For $\alpha < 0$, the shape parameter $T$ can be arbitrarily chosen in the interval $(0, -\frac{r}{T} - \frac{\alpha}{\beta - \lambda}] \cap [-\frac{r}{T}, -\frac{\alpha}{\beta - \lambda}]$ in order to achieve the best possible statement with respect to the refinement $N$ in Corollary 3.6.

Moreover, it may be helpful to increase the offset $\lambda$ in order to get approximation estimates from Corollary 3.6. For, e.g., $r = -1$, $t = 2$, $\alpha = -2$, $\beta = 5$, the offset $\lambda$ near $1/2$ will not result in appropriate parameter constellations, since the restriction $\alpha \leq \frac{r}{T}(\beta - \lambda)$ is violated. Increasing the offset $\lambda$ to at least one will retrieve this condition. In this way Corollary 3.6 also yields estimates for this parameter combination even though these estimates are far away from optimal ones.

**Remark 3.8.** In contrast to the approximation estimates concerning sampling based on single rank-1 lattices, cf. columns three in Tables 1.1 and 1.2, higher dominating mixed smoothness $\beta$ of the function under consideration results in upper bounds of the sampling error that behave best possible with respect to the increase of $\beta$. However, comparing to the known lower and the best possible upper bounds, the sampling rates $g_{M}^{\text{mix}}$ for multiple rank-1 lattices suffer from an offset $\lambda$ in the exponent of the main terms that is slightly larger than $1/2$, cf. columns four in Tables 1.1 and 1.2. This offset is caused by the proof strategy that uses embeddings of the Hilbert spaces of generalized mixed smoothness in subspaces of the Wiener algebra. In the next section, we present numerical tests where we do not recognize the offset $\lambda$. This is one of the reasons why we conjecture that optimal upper bounds of the sampling errors for the source spaces $H^{\alpha,\beta}(\mathbb{T}^{d})$ do not suffer from this
offset. However, further improvements on the assertions in Corollary 3.6 require completely different proof techniques, which are — at least for the authors — currently not available.

\[ \square \]

4 Numerical results

In this section, we perform numerical tests in up to 20 dimensions.

4.1 Test functions \( G_{3,4}^d \) and \( G_3^d \) using symmetric hyperbolic cross frequency index sets \( I_N^{d,0} \)

We consider the tensor-product test functions \( G_{3,4}^d : \mathbb{T}^d \to \mathbb{C} \) from [15] and [16], \( G_{3,4}^d(x) := \prod_{s=1}^{d} g_{3,4}(x_s) \), where the one-dimensional function \( g_{3,4} : \mathbb{T} \to \mathbb{C} \) is defined by

\[
g_{3,4}(x) := C \left( 4 + \text{sgn}(x \text{ mod } 1) - 1/2 \right) \left[ \sin(2\pi x)^3 + \sin(2\pi x)^4 \right].
\]

The constant \( C = 8\sqrt{6369\pi - 4096} \) is fixed and \( \text{sgn} \) denotes the sign function, \( \text{sgn}(x) := x/|x| \) for \( x \neq 0 \) and \( \text{sgn}(0) := 0 \). We have \( \| G_{3,4}^d I^2(\mathbb{T}^d) \| = 1 \) as well as \( G_{3,4}^d \in A^{0,3-\epsilon}(\mathbb{T}^d), G_{3,4}^d \in H^{0,\frac{7}{2} - \epsilon}(\mathbb{T}^d), \epsilon > 0 \). Moreover, we remark that \( \| G_{3,4}^d A(\mathbb{T}^d) \| = \left( 8\sqrt{6369\pi - 4096} \left( 4 + \frac{388}{105\pi} \right) \right)^d \approx (1.42522)^d \).

We approximate the test functions \( G_{3,4}^d \) by multivariate trigonometric polynomials \( p \) based on samples along reconstructing single and reconstructing multiple rank-1 lattices, i.e., using the rank-1 lattice sampling operators \( S_{\Lambda(z,M)}^I \) and \( S_{\Lambda}^I \). As frequency index sets \( I \), we use symmetric hyperbolic crosses \( I_N^{d,0} \) with various refinements \( N \in \mathbb{N} \) in dimensions \( d \in \{2, \ldots , 8\} \). We use reconstructing single rank-1 lattices \( \Lambda(z,M) \) generated by the implementation [28, genlattice_cbc_incr_bisect] of [11, Algorithm 3.7], see also [15, Table 6.2]. The reconstructing multiple rank-1 lattices \( \Lambda \) are generated by Algorithm 1.

Since the methods based on rank-1 lattices involve an oversampling, i.e., since they require more samples than there are degrees of freedom \( |I| \), we start by investigating the oversampling factors \( M/|I_N^{d,0}| \), where \( M \) denotes the number of samples.

**Example 4.1.** In Figure 4.1a, we visualize the obtained oversampling factors \( M/|I_N^{d,0}| \) of reconstructing single rank-1 lattices \( \Lambda(z,M) \) for symmetric hyperbolic cross index sets \( I_N^{d,0} \) in dimensions \( d = 2, 3, 4, 8 \) by dashed lines and unfilled markers. We observe that the oversampling factors are \( \leq 2 \) in the beginning and that they grow for increasing expansion of the hyperbolic cross \( I_N^{d,0} \). Note that for many realistic problem sizes runnable on current workstations, the oversampling factors still behave moderately. For instance in 8 dimensions with refinement \( N = 64 \), we compute \( |I_N^{d,0}| = 37151361 \) Fourier coefficients from \( M = 2489164387 \) samples yielding an oversampling factor of 67. From the theoretical considerations in [10] and [11], we know that there exist reconstructing single rank-1
lattices $\Lambda(\mathbf{z}, M)$ such that the oversampling factors are $O(|I_N^d|/\log^d |I_N^d|)$, and we additionally plot these upper bounds as dotted graphs. The observed oversampling factors approximately behave like these upper bounds.

Moreover, we display the oversampling factors for the reconstructing multiple rank-1 lattices $\Lambda(\mathbf{z}, M)$ generated by Algorithm 1 as solid lines and filled markers. We observe that the initial oversampling factors are distinctly larger for small to medium cardinalities $|I_N^d|$ compared to the single reconstructing rank-1 lattices $\Lambda(\mathbf{z}, M)$. However, the oversampling factors for the reconstructing multiple rank-1 lattice $\Lambda$ grow slower and for larger cardinalities $|I_N^d|$, the multiple rank-1 lattices yield smaller oversampling factors. As discussed in [13], the multiple rank-1 lattices generated by Algorithm 1 have an oversampling factor of only $O(\log |I|)$ with high probability. Additionally, we plot this upper bound in Figure 4.1 and we observe that the obtained oversampling factors for the multiple rank-1 lattices $\Lambda$ seem to behave accordingly.

We remark that reconstructing multiple rank-1 lattices $\Lambda$ have another important advantage over single rank-1 lattices. There are distinctly faster construction algorithms available, such as Algorithm 1, requiring only $O(|I|(d + \log |I|) \log |I|)$ arithmetic operations with high probability in contrast to $O(|I|^3 + d|I|^2 \log |I|)$ arithmetic operations for reconstructing single rank-1 lattices. For instance, the generation of the reconstructing single rank-1 lattice $\Lambda(\mathbf{z}, M)$ for $I = I_N^{8,0}$, consisting of $M = 2489164387$ sampling nodes for $|I| = 37151361$, required several days on a computer with Intel Xeon E7-4880 v2 CPU (2.50 GHz) using 12 threads, whereas Algorithm 1 returned a reconstructing multiple rank-1 lattice $\Lambda$, consisting of $L = 16$ single rank-1 lattices with $|\Lambda| = 1188846719$ sampling nodes, within less than 1 hour using 1 thread. We remark that the numbers $L$ of single rank-1 lattices that are combined to achieve reconstructing multiple rank-1 lattices are in the range $\{1, \ldots , 20\}$ in all numerical experiments.

Next, we compare the resulting sampling errors when using the reconstructing single and reconstructing multiple rank-1 lattices as sampling sets as discussed above.

**Example 4.2.** We sample the test functions $G_{3,4}^d$ in dimensions $d \in \{2, \ldots , 8\}$ along reconstructing single and reconstructing multiple rank-1 lattices for symmetric hyperbolic cross index sets $I_N^{d,0}$ of various refinements $N \in \mathbb{N}$ using the sampling operators (2.7) and (2.11). We determine the sampling errors in the relative $A(\mathbb{T}^d)$ norm and relative $L_2(\mathbb{T}^d)$ norm. The corresponding results are depicted in Figures 4.2a and 4.2b, respectively, where the results for single rank-1 lattices are plotted as dashed lines with unfilled markers and the results for multiple rank-1 lattices as solid lines with filled markers. We observe that the sampling errors for single rank-1 lattices decrease slower in general than for multiple rank-1 lattices. When using the same hyperbolic cross frequency index sets $I = I_N^{d,0}$, the single rank-1 lattices yield slightly smaller error values than the multiple ones. Correspondingly, since the oversampling factors of the single rank-1 lattices are lower for smaller index sets $I$, cf. Example 4.1, the single rank-1 lattices perform better in these cases when considering the sampling error with respect to the numbers of samples. Once the frequency index sets $I$ become larger, the multiple rank-1 lattices perform better. Again, we also stress on the fact that the construction of reconstructing single rank-1 lattices may require much more time.
compared to multiple rank-1 lattices, see also the discussion at the end of Example 4.1. Since the test functions $G_{3,4}^d \in \mathcal{A}_{0,3-\epsilon}(\mathbb{T}^d)$ and $G_{3,4}^d \in \mathcal{H}_{0,3-\epsilon}^{\frac{d}{2}+\epsilon}(\mathbb{T}^d)$, $\epsilon > 0$, we expect the relative sampling errors for single rank-1 lattices in Figure 4.2a and 4.2b to almost decay like $\sim M^{-\frac{d}{2}} (\log M)^{\frac{d}{2}(3-\epsilon)}$ and $\sim M^{-\frac{d}{2}} (\log M)^{\frac{d}{2}(3.5-\epsilon)+\frac{d}{2}}$, cf. [29, Corollaries 2.40]
and 2.44], respectively. These upper bounds are plotted in Figure 4.2 as dotted graphs for dimensions \( d = 2, 3, 4 \) and we observe that the relative \( \mathcal{A}(\mathbb{T}^d) \) and \( L_2(\mathbb{T}^d) \) sampling errors for single rank-1 lattices approximately behave like these bounds. For multiple rank-1 lattices, we expect from Corollaries 3.3 and 3.6 that the relative \( \mathcal{A}(\mathbb{T}^d) \) and \( L_2(\mathbb{T}^d) \) sampling errors should decay like \( \sim M^{-(3-\epsilon)} (\log M)^{(3-\epsilon)d+1} \) and \( \sim M^{-(3-\epsilon-\lambda)} (\log M)^{(3-\epsilon-\lambda)d+1} \), respectively, where \( \lambda > 1/2 \). We visualize these upper bounds by solid lines without markers in Figure 4.2 for \( d = 2, 3, 4 \) and we observe that the obtained errors approximately behave like these bounds suggest or slightly better. The error plots for dimensions greater than three still suffer from pre-asymptotic behavior. For that reason, we have left out the corresponding plots of the asymptotic bounds. Moreover, for better recognizability, we omitted the plots for \( d = 7 \) which show a behavior in-between those of \( d = 6 \) and \( d = 8 \).

Additionally, we consider the tensor-product test functions \( G_d^d : \mathbb{T}^d \to \mathbb{C} \) from [15], \( G_3^d(x) := \prod_{s=1}^d g_3(x_s) \), where the one-dimensional function \( g_3 : \mathbb{T} \to \mathbb{C} \) is defined by
\[
g_3(x) := 4 \sqrt{\frac{3\pi}{207\pi - 256}} (2 + \text{sgn}((x \mod 1) - 1/2)) \sin(2\pi x)^3\]
and \( \|G_3^d\|_{L^2(\mathbb{T}^d)} = 1 \). We have \( G_3^d \in \mathcal{A}^{0,3-\epsilon}(\mathbb{T}^d) \) and \( G_3^d \in \mathcal{H}^{0,3-\epsilon}(\mathbb{T}^d) \), \( \epsilon > 0 \), as well as \( \|G_3^d\|_{\mathcal{A}(\mathbb{T}^d)} = \left( \frac{8(4+15\pi)}{5\sqrt{3\pi(207\pi - 256)}} \right)^d \approx (1.34181)^d \). Since the Fourier coefficients \( (g_3)_k \) of \( g_3 \) are zero for odd frequencies \( k \in (2\mathbb{Z} + 1) \), we consider hyperbolic cross index sets “with holes” \( I = I_{N,\text{even}}^{d,0} := I_N^{d,0} \cap (2\mathbb{Z})^d \), which consist of distinctly less frequencies compared to the index sets \( I_N^{d,0} \).

**Example 4.3.** In Figure 4.1b, we depict the oversampling factors \( M/|I_{N,\text{even}}^{d,0}| \) of reconstructing single rank-1 lattices \( \Lambda(z,M) \) for symmetric hyperbolic cross index sets “with holes” \( I = I_{N,\text{even}}^{d,0} \) generated by the implementation [28, genlattice_cbc_incr_bisect] of [11, Algorithm 3.7], see also [29, Table 2.3], by dashed lines and unfilled markers. Additionally, we visualize the oversampling factors for the reconstructing multiple rank-1 lattices \( \Lambda \) generated by Algorithm 1 as solid lines and filled markers. We observe almost the same behavior as in Example 4.1 for symmetric hyperbolic cross index sets \( I_N^{d,0} \).

**Example 4.4.** Now, we sample the test functions \( G_3^d \) along reconstructing single and multiple rank-1 lattices for symmetric hyperbolic cross index sets “with holes” \( I_{N,\text{even}}^{d,0} \) of various refinements \( N \in \mathbb{N} \) using the sampling operators (2.7) and (2.11). As in Example 4.2, we determine the sampling errors in the relative \( \mathcal{A}(\mathbb{T}^d) \) norm and relative \( L_2(\mathbb{T}^d) \) norm. The corresponding results are depicted in Figures 4.3a and 4.3b, respectively, for dimensions \( d = 2, 3, 4, 6, 8 \), where the results for single rank-1 lattices are plotted as dashed lines with unfilled markers and the results for multiple rank-1 lattices as solid lines with filled markers. In principle, we observe almost the same behavior as in Example 4.2, since the test functions are also in \( \mathcal{A}^{0,3-\epsilon}(\mathbb{T}^d) \) and \( \mathcal{H}^{0,3-\epsilon}(\mathbb{T}^d) \), \( \epsilon > 0 \). Again, we plot the graphs of the theoretical upper bounds as in Example 4.2. When using multiple rank-1 lattices and large
refinements $N$, we notice that the relative $L_2(\mathbb{T}^d)$ sampling errors seem to decay slightly faster than the theoretical upper bounds from Corollary 3.6 for dimensions $d = 2, 3, 4$. We suspect that the additive term $\lambda > 1/2$ may not occur. Additionally, we visualize the relative sampling errors in higher dimensions up to $d = 20$ in Figure 4.4, which are computable in practice due to the sparser structure of the hyperbolic cross index sets “with holes” $I = I_{N,\text{even}}^d$. Since the oversampling factors of reconstructing...
single rank-1 lattices are lower for smaller frequency index sets $I$, cf. Example 4.3 and Figure 4.1b, using single rank-1 lattices requires less samples for comparable sampling errors, whereas multiple rank-1 lattices are better suited for larger frequency index sets $I$. However, we emphasize once more that building the reconstructing multiple rank-1 lattices typically requires distinctly less runtime, see also Example 4.1.

![Graph](image)

(a) $\|G_3^d - S_I^d G_3^d A(T^d)\|/\|G_3^d A(T^d)\|

(b) $\|G_3^d - S_I^d G_3^d L_2(T^d)\|/\|G_3^d L_2(T^d)\|

Figure 4.3: (see also [29, Figure 2.14]). Relative $A(T^d)$ and $L_2(T^d)$ sampling errors for $G_3^d$ with respect to the number of sampling nodes $M$ for reconstructing single rank-1 lattices (dashed lines, unfilled markers) and reconstructing multiple rank-1 lattices (solid lines, filled markers), when using the frequency index sets $I := I_{N,even}^d$. 

25
Figure 4.4: Relative $A(T^d)$ and $L_2(T^d)$ sampling errors for $G_3^d$ with respect to the number of sampling nodes $M$ for reconstructing single rank-1 lattices (dashed lines, unfilled markers) and reconstructing multiple rank-1 lattices (solid lines, filled markers), when using the frequency index sets $I := I_{N,\text{even}}^d$.

4.2 Kink test functions using dyadic hyperbolic cross frequency index sets

In this section, we compare sampling along single and multiple rank-1 lattices with sparse grid sampling. For the latter, we use the MATLAB® toolbox [7]. Since this implementation uses a different type of hyperbolic cross index sets, we introduce additional notation and convert the theoretical results from Section 3. The dyadic (non-symmetric) hyperbolic crosses are defined by $H_n^d := \bigcup_{j \in \mathbb{N}_0} Q_j$, where $n \in \mathbb{N}_0$ denotes the refinement and...
\[ Q_j := \bigtimes_{s=1}^d Q_{js}, \quad Q_{js} := \{1 - 2^{js-1}, \ldots, 2^{js-1}\}. \]

When using these dyadic hyperbolic cross index sets \( H_n^d \) instead of \( I_n^d \), one can show the same asymptotic upper bound as in [29, Corollaries 2.40 and 2.44] when using reconstructing single rank-1 lattices, see also [3]. Similarly, the results in Corollaries 3.3 and 3.6 for reconstructing multiple rank-1 lattices can be easily adapted.

Now, we approximate the scaled periodized (tensor product) kink function

\[
g(\mathbf{x}) := \prod_{t=1}^d \frac{121\sqrt{33}}{100} \max \left\{ \frac{25}{121} - \left( \frac{x_t - 1}{2} \right)^2, 0 \right\}, \quad \mathbf{x} := (x_1, \ldots, x_d) \top \in \mathbb{T}^d, \tag{4.1}\]

similar to [9]. We remark that we have \( g \in A^{1-\varepsilon}_{\text{mix}}(\mathbb{T}^d) \) and \( g \in H^{3/2-\varepsilon}_{\text{mix}}(\mathbb{T}^d), \varepsilon > 0, \) as well as \( \|g|A(\mathbb{T}^d)\| \approx (1.84190)^d \) and \( \|g|L_2(\mathbb{T}^d)\| = 1. \)

**Example 4.5.** We use dyadic hyperbolic cross frequency index sets \( I_n = H_n^d \) and approximate the kink function \( g \) based on samples along sparse grids and lattices. For dimensions \( d = 3 \) and 4, we depict the obtained relative \( A(\mathbb{T}^d) \) and \( L_2(\mathbb{T}^d) \) sampling errors in Figure 4.5. The obtained errors decay for increasing refinements \( n \) of the hyperbolic crosses \( H_n^d \) and consequently larger number of sampling points \( M \). For the considered test function \( g \) in dimensions \( d = 3 \) and 4, the sparse grid sampling performs slightly better than the lattice sampling. Additionally, we plot the theoretical asymptotic upper bounds for the relative \( L_2(\mathbb{T}^d) \) sampling errors for sparse grids, which are \( O(M^{-\beta}(\log M)^{(d-1)(\beta+1/2)}) \) due to [2, Theorem 6.10], as dash-dotted graphs, for single rank-1 lattices, which are \( O(M^{-\beta/2}(\log M)^{(d-2)\beta+(d-1)/2}) \) due to [29, Corollary 2.44], as dotted lines as well as for multiple rank-1 lattices, which are \( O(M^{-(\beta-\lambda)}(\log M)^{(\beta-\lambda)d+1}) \) due to Corollary 3.6, as solid lines without markers, where \( \beta = 3/2 - \varepsilon, \varepsilon > 0, \) and \( \lambda > 1/2 \) in the exponent. We observe that the errors for sparse grid and single rank-1 lattice sampling approximately decay as the upper bounds suggest. For multiple rank-1 lattice sampling, the obtained errors seem to decay faster by an additive factor of about 1/2 in the main term, i.e., we may not observe the term \( \lambda > 1/2 \).

Additionally, we consider the relative \( L_2(\mathbb{T}^d) \) sampling errors in dimensions \( d = 6, \ldots, 9 \) and visualize the error values in Figure 4.6. Here, we observe for increasing dimension \( d \) that the sparse grids yield a worse pre-asymptotic behavior compared to the single and multiple rank-1 lattices. For instance for \( d = 9 \), the relative \( L_2(\mathbb{T}^d) \) sampling errors are still greater than 1 when using approximately 10 million samples, whereas the corresponding errors are smaller by one order of magnitude when using single or multiple rank-1 lattices.

\[ \square \]
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Figure 4.5: Relative $A(T^d)$ and $L_2(T^d)$ sampling errors for the approximation of the kink function $g$ from (4.1) when sampling along sparse grids (SG) as well as single and multiple rank-1 lattices.
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Figure 4.6: Relative $L_2(\mathbb{T}^d)$ sampling errors for the approximation of the kink function $g$ from (4.1) when sampling along sparse grids (SG) as well as single and multiple rank-1 lattices.


