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part in the two global velocity models but is consistent with
regional tomographic studies that show a broad and deep-
seated low-wave speed anomaly [Benoit et al., 2006].
[62] Beneath North America (Figure 21), the cross-sec-

tions show clearly the division of the continent into a high-

attenuation, slow-velocity, tectonically active western re-
gion and a low-attenuation, fast-velocity tectonically stable
eastern region. The slow velocities and high attenuation to
the west terminate at depths of !200 km. The fast velocities
beneath the North American craton extend to depths

Figure 19. As in Figure 18 but at 400 km.

Figure 18. Comparison of QRFSI12 with three models of shear wave velocity at 100 km. Each map is
expanded in spherical harmonics to degree 12, and the globally averaged value has been removed.
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Upper mantle does not behave purely elastically at seismic periods
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Figure 4
Experimental data for olivine as a function of period (symbols), color coded by temperature. (a,b) Shear modulus and dissipation of an
essentially melt-free San Carlos Fo90 olivine sample (6728, I. Jackson, unpublished data). The lines show the extended Burgers model
fit to data from six melt-free samples. Open symbols indicate data not included in the fit. The temperature dependence of the modulus
in Panel a is clearly nonlinear corresponding to the temperature and period dependence of dissipation. The dissipation data in Panel b
shows a monotonic increase with period characteristic of a high-temperature background or absorption band. The broad peak/plateau,
indicated by the data at short periods and low temperatures, is ascribed to elastically accommodated grain boundary sliding. Although
the data at the lowest levels of dissipation are more scattered, the occurrence of a relatively narrow peak with significant height can be
excluded. (c) Dissipation data from a melt-added sol–gel olivine sample (6410, symbols, reprocessed with allowance for interfacial
compliance) and Burgers model fit (lines). The contrast in behavior to melt-free samples is striking, and it can be used to identify the
presence of melt, provided a broad enough period-temperature space is measured. The peak due to melt is superimposed on a high-
temperature background and is broader in period space than the experimental range at a fixed temperature. In comparison to the
plateau ascribed to elastically accommodated grain boundary sliding in melt-free samples, the peak occurs at higher temperature and
significantly higher levels of dissipation. (d ) Dissipation data from a sol-gel Fo90 olivine sample 6585. At a given temperature and
period the more fine-grained sample is more lossy [and has a lower modulus, see Jackson & Faul (2010)] in comparison to the more
coarse-grained sample shown in Panel b, establishing the grain-size dependence.

www.annualreviews.org • Transient Creep and Strain Energy Dissipation 18.13

Faul and Jackson, AREPS 2015
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Figure 3
Dissipation spectrum showing, from short to long periods, elastically accommodated, diffusionally assisted,
and diffusionally accommodated grain boundary sliding (after Lee et al. 2011). Diffusionally assisted grain
boundary sliding represents transient creep, diffusionally accommodated grain boundary sliding steady-state
creep. The dashed line shows the high-frequency asymptote of elastically accommodated grain boundary
sliding with linear grain-size dependence. The grain-size dependence is near linear for diffusionally assisted
creep and cubic for steady-state diffusional creep (see text).

sliding occurs at frequencies outside the seismic frequency band. However, relaxation at higher
frequencies will result in a reduced modulus at seismic frequencies.

The relaxation timescale for process b is sensitive to the geometry of the melt:

τ f ∝ η f /K ξ n, (25)

where K is the bulk modulus of the solid, ηf is the viscosity of the melt, and ξ is the parameter that
describes the aspect ratio of disk-shaped inclusions (with n = 3) (O’Connell & Budiansky 1977) or
the ratio of length to diameter for tubules (with n = 2) (Mavko 1980). For tubules and the viscosity
of basaltic melt (ηf = 1–10 Pas), τ f is calculated to be at frequencies above the seismic band. This
means that a partially molten region would have the same Q as a subsolidus region at the same
temperature, but that velocities would be lower. For disk-shaped inclusions, the aspect ratios have
to be of order 10−3–10−4 for relaxation (dissipation) to occur at seismic frequencies (Schmeling
1985, Faul et al. 2004), implying that both Q and velocity will be affected by melt. Processes a and
b affect only the shear modulus, whereas process c affects the bulk modulus and hence is one of a
few mechanisms that can cause bulk attenuation and reduction of the bulk modulus.

3.3. Dislocations
Dislocations are line defects that can give rise to both anelastic and viscoelastic dissipation. Detailed
reviews of dislocation processes are provided, for example, by Karato & Spetzler (1990) and Jackson
(2014); therefore, they are only discussed briefly here. Dislocations can be modeled as having a

www.annualreviews.org • Transient Creep and Strain Energy Dissipation 18.11

Faul and Jackson, 2015

(Morris and coworkers, Raj and Ashby…)

Intrinsic attenuation due to grain boundaries:

deformation regimes as a function of time scale of the applied stress
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High-resolution seismic constraints on flow 
dynamics in the oceanic asthenosphere
Pei-Ying Patty Lin1†, James B. Gaherty1, Ge Jin1, John A. Collins2, Daniel Lizarralde2, Rob. L. Evans2 & Greg Hirth3

Convective flow in the mantle and the motions of tectonic plates 
produce deformation of Earth’s interior, and the rock fabric 
produced by this deformation can be discerned using the anisotropy 
of the seismic wavespeed1–3. This deformation is commonly inferred 
close to lithospheric boundaries beneath the ocean in the uppermost 
mantle, including near seafloor-spreading centres as new plates are 
formed via corner flow4, and within a weak asthenosphere that 
lubricates large-scale plate-driven flow and accommodates smaller-
scale convection5,6. Seismic models of oceanic upper mantle differ as 
to the relative importance of these deformation processes: seafloor-
spreading fabric is very strong just beneath the crust–mantle 
boundary (the Mohorovičić discontinuity, or Moho) at relatively 
local scales7,8, but at the global and ocean-basin scales, oceanic 
lithosphere typically appears weakly anisotropic when compared to 
the asthenosphere9,10. Here we use Rayleigh waves, recorded across 
an ocean-bottom seismograph array in the central Pacific Ocean 
(the NoMelt Experiment), to provide unique localized constraints 
on seismic anisotropy within the oceanic lithosphere–asthenosphere 
system in the middle of a plate. We find that azimuthal anisotropy is 
strongest within the high-seismic-velocity lid, with the fast direction 
coincident with seafloor spreading. A minimum in the magnitude 
of azimuthal anisotropy occurs within the middle of the seismic 
low-velocity zone, and then increases with depth below the weakest 
portion of the asthenosphere. At no depth does the fast direction 
correlate with the apparent plate motion. Our results suggest that 
the highest strain deformation in the shallow oceanic mantle occurs 
during corner flow at the ridge axis, and via pressure-driven or 
buoyancy-driven flow within the asthenosphere. Shear associated 
with motion of the plate over the underlying asthenosphere, if 
present, is weak compared to these other processes.

The NoMelt experiment was designed to provide localized con-
straints on the lithosphere–asthenosphere system in a normal oceanic 
tectonic plate, far from the influence of melting, either at the ridge or 
due to subsequent intraplate volcanism. NoMelt is centred on mature 
(70 million years old) Pacific sea floor southeast of Hawaii, between 
the Clarion and Clipperton fracture zones (Fig. 1). It has an aperture 
of 600 km ×  400 km and consists of a broadband ocean-bottom seis-
mograph (OBS) seismic array, a long-period magnetotelluric survey, 
and an active-source seismic refraction/reflection survey using a short- 
period OBS array. The year-long broadband OBS array recorded a large 
collection of shallow-source earthquakes from around the Pacific basin, 
and the vertical-component recordings of the Rayleigh surface waves 
from these events are exceptionally high quality within the period band 
20–160 s, once the effects of ocean infragravity waves and tilt noise are 
removed (see Methods) (Extended Data Fig. 1). By applying ambient- 
noise interferometry, we extend the Rayleigh-wave observations into a 
shorter-period (10–20 s) band.

Surface waves traverse NoMelt at a wide range of back-azimuths, pro-
viding exceptional azimuthal coverage for estimating shear velocities 

and azimuthal anisotropy within the array footprint. We utilize a wide-
band intra-array cross-correlation analysis to measure Rayleigh-wave 
phase velocities in the earthquake band (20–160 s), and a spectral  
fitting procedure to estimate phase velocity in the ambient-noise band  
(10–20 s) (see Methods). We find minimal lateral variation in phase 
velocity within the array, and the observed phase velocities can be 
expressed by a single, average isotropic phase velocity curve for the 
entire array, plus a periodic cos(2θ) variation in phase velocity as a 
function of azimuthal direction θ for each frequency (Fig. 2). Such  

1Lamont-Doherty Earth Observatory of Columbia University, Palisades, New York, USA. 2Department of Geology and Geophysics, Woods Hole Oceanographic Institution, Woods Hole, 
Massachusetts, USA. 3Geological Sciences Department, Brown University, Providence, Rhode Island, USA. †Present address: Taiwan Ocean Research Institute, National Applied Research 
Laboratories, Kaohsiung, Taiwan (P.-Y.P.L.).
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Figure 1 | Layout of NoMelt deployment on a bathymetric map of the 
central Pacific, with seafloor age (in millions of years) shown as white 
contours. Solid yellow circles represent broadband OBSs that produced 
good data; open and grey circles show locations of instruments that 
were unrecovered or produced poor data, respectively. Red circles and 
green triangles show locations of short-period OBSs and magnetotelluric 
instruments, for reference. Seafloor bathymetry was extracted from NOAA 
(https://www.ngdc.noaa.gov/mgg/global/global.html), and the seafloor 
age is available from EarthByte (http://www.earthbyte.org/Resources/
Agegrid/1997/digit_isochrons.html).

© 2016 Macmillan Publishers Limited, part of Springer Nature. All rights reserved.

Lin et al. 2016,

 ‘NoMelt’ experiment

Measured moduli can be extrapolated to upper mantle grain sizes. 
Calculated velocities match seismic data quite well.

fit to experimental data 
(Jackson and Faul, 2010)
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Microstructure: melt-free polycrystalline olivine

Jackson et al., 2002
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synthetic Fe-
bearing olivine, Ti-

doped 
encapsulated in Pt 
for a total of about 

70 h at 1200ºC, 200 
MPa

sample 1515



slight Si oversaturation to buffer opx (Si) activity (~ 2 - 3% opx) 

here opx grains act as 
pinning particles to 

moderate grain growth rates

sample 1515

(Cline et al. Nature, 2018)



microstructure due to grain growth: random distribution of grain 
boundary misorientations -> no special boundaries

~ log-normal grain 
size distribution:


normal grain growth



5 nm

(010)

1 nm

High angle (general) grain boundaries in olivine: 

smooth (no evidence of steps or dislocation structures), structurally 

distinct, ~ 1nm wide, chemically enriched

Faul et al., 2004, Marquardt and Faul, 2018

 Physics and Chemistry of Minerals

1 3

pore, which makes interpretation more difficult. Figure 13 
shows similar particles at olivine grain boundaries. They are, 
however, surrounded by amorphous material Fig. 13c, d and 
display equal dihedral angles towards both crystal surfaces.

Grain boundary composition

Grain boundaries and interiors of sol–gel as well as San Car-
los olivine were analysed by TEM and microprobe, respec-
tively. Grain interiors of undoped sol–gel without added melt 
contain no detectable trace elements. Correspondingly, TEM 

Fig. 10  HRTEM micrograph of 
a an olivine grain boundary of 
sol–gel sample 6525. The width 
of the grain boundary is less 
than 1 nm and appears ’crystal-
line’. b Forsterite enstatite phase 
boundary. Lattice fringes are in 
direct contact

Fig. 11  HRTEM micrograph 
at slightly different positions 
along the wedge-shaped sol–gel 
sample 6793, see Table 1. The 
changing sample thicknesses 
influence which lattice planes 
are more apparent in the image. 
The inset in a is a selected 
area diffraction (SAD) pattern 
of the olivine. In centre of the 
micrograph, c a small dark area 
is visible. Generally, the lattice 
fringes of enstatite (bottom) 
and olivine (top) are in direct 
contact. No amorphous layer is 
observed



Table 1. Specimen characterization. Uncertainty is calculated as 1 SD. wt. ppm, concentration of species by weight in parts per million.

Forced oscillation conditions

Specimen di*
(mm)

df
(mm)

ri†
(mm−2 )

rf
(mm−2 )
(Fig. 3)

Water content‡
(wt. ppm H2O)

Maximum
flow stress
(MPa)

Maximum
strain
(×10 −5 )

H6585 3.1 (1.8) 3.1 (1.4) 1.0 (0.7) 1.0 (0.9) 3/2 0.53 1.00
D6618 5.0 (2.6) 4.9 (2.5) 4.8 (1.6) 1.9 (0.8) 4/2 0.19 0.46
D6646 4.8 (2.6) 5.0 (3.2) 7.1 (1.8) 5.1 (2.0) 2/2 0.35 0.95
T0436 6.7 (4.7) 5.7 (3.7) 2.4 (1.0) 1.3 (1.1) 5/2 0.38 0.78
*Grain size d, where i and f indicate before and after forced-oscillation testing, respectively. †Dislocation density r, where i and f indicate before and after forced-oscillation testing,
respectively. ‡Water content before/after forced-oscillation testing [calibration as in (28)].

Fig. 1. Backscattered electron (BSE) micrographs of (A) a hot-pressed and
un-deformed olivine specimen (H6585), (B) a compressively pre-deformed speci-
men (D6646), and (C) a torsionally pre-deformed specimen (T0436) after forced-

oscillation testing. The dislocation density increased during deformation and
remained higher than a that of a hot-pressed specimen after forced-oscillation
testing. The average grain size is typically from 3 to 6 mm.

Fig. 2. Shear modulus (A and B)
and dissipation (C and D) plotted
against log10(oscillation period) for
selected pre-deformed sol-gel olivine
specimens, color-coded for represent-
ative temperatures as follows: 1100°C
(maroon), 1050°C (green), 1000°C (or-
ange), 950°C (red), and 900°C (blue).
The dashed curves represent a model
involving a Burgers-type creep function
fitted to data for a suite of un-deformed
hot-pressed olivine specimens (16).
The model was evaluated at the grain
size relevant for each specimen. Shear
moduli for specimen T0436 higher
than the (isotropic) anharmonic value
(66.5 GPa at 900°C) are tentatively
attributed to elastic anisotropy asso-
ciated with crystallographic preferred
orientation.
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remained higher than a that of a hot-pressed specimen after forced-oscillation
testing. The average grain size is typically from 3 to 6 mm.
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ange), 950°C (red), and 900°C (blue).
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fitted to data for a suite of un-deformed
hot-pressed olivine specimens (16).
The model was evaluated at the grain
size relevant for each specimen. Shear
moduli for specimen T0436 higher
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(Farla et al. Science, 2012)

Dislocations…complicated

One principal problem is to characterize / quantify dislocation densities



Wallis, Hansen, Britton, Wilkinson, 2016, 2017, 2019…

Dislocations in olivine: HR-EBSD

Figure 5. Lattice rotations and densities of geometrically necessary dislocations (GNDs) in the [011]c sample deformed at 1000°C and 388 MPa. Rotations are repre-
sented by one map for each off-diagonal component of the antisymmetric rotation tensor (ωij) describing the crystal orientation at each pixel relative to that of the
reference point (black point in the map of ω12). The black and blue arrows indicate structures of Set 1 (mixed character) and Set 2 (including bands of
(010)[001] edge dislocations in slip band orientations). Projected crystal axes are marked in white.

Journal of Geophysical Research: Solid Earth 10.1002/2017JB014513

WALLIS ET AL. DISLOCATION INTERACTIONS IN OLIVINE 7664
employed. For instance, Wilkinson and Randman [9] investigated
the highly under-constrained system of a two-dimensional EBSD
map of bcc iron, in which case, the dislocation densities of differ-
ent dislocation types must be estimated from 32 unknowns (po-
sitive and negative curvatures arising from 16 dislocation types).
To discriminate between different combinations of dislocation
densities that all reproduce the observed lattice curvatures, they
employed an optimisation scheme (referred to from here on as L1)
that follows Eq. (5) while simultaneously minimising the total line
energy of the dislocations.

Olivine has the advantage of a relatively small number of slip
systems, leading to better constrained GND density inversions. For
olivine, we only consider dislocations associated with the four
primary slip systems observed in samples deformed in high-
temperature creep tests (Table 1), including both edge and screw
dislocations (for a review of observed dislocation types see [53]),
which results in six types of dislocations in total (or 12 if positive
and negative dislocation types are considered separately).

To determine the optimal inversion method for olivine, we
performed systematic tests of several inversion methods. We im-
plemented high-level functions available in MATLABs, including
the ‘linprog’ function for the L1 scheme and ‘pinv’ (pseudoinver-
sion) and ‘lsqnonneg’ (least squares non-negative) functions for the
L2 scheme. Following Wilkinson and Randman [9], the L1 scheme
includes weights in the optimisation to minimise the (isotropic)
line energy for edge and screw dislocations (Eedge and Escrew re-
spectively) according to

∝ ( )E b 6edge
2

and

∝ − ν ( )E b
1 7screw

2

where ν is the Poisson's ratio.
The L1 scheme requires the curvature to be exactly described

by the resulting dislocation densities, which may not always be
possible with the limited number of slip systems in olivine. Thus,
we used the six dislocation types in Table 1 along with three
‘fictitious’ dislocation types with Burgers vectors parallel to [010]
to yield nine total dislocation types. These fictitious dislocation
types were assigned Burgers vectors with lengths multiple orders
of magnitude larger than the other dislocation types. As a result,
negligible densities of these dislocation types are invoked to ac-
commodate the input curvatures. The L1 scheme also requires the
signs of all of the dislocation densities in ρ to be positive, and
therefore positive and negative dislocation are considered sepa-
rately (i.e., A is expanded to be a 6!18 matrix).

We also included the three fictitious dislocation types in some
tests of the pinv and lsqnonneg functions, although their inclusion
is not required. These results are referred to as pinv18, and lsq18
respectively, for which the label 18 denotes the number of col-
umns in A. For pinv, it is also not necessary to separate positive
and negative dislocations. Therefore, we additionally grouped
dislocations of different sign together for several tests, yielding a

matrix A with 6 columns if no fictitious slip systems are used
(pinv6) or 9 columns if the fictitious slip systems are used (pinv9).
The inversion methods used are summarised in Table 2.

We also tested the effect of crystal orientation on the inversion
results. To do so, we assumed a GND density of 1012 m"2 was
present on a particular slip system and forward calculated the
expected lattice curvature. We then determined the values of λ
(Eqs. (3) and (5)) that would be measured by EBSD mapping a
surface at a specified orientation relative to the crystallographic
axes. Finally, we used the inversion methods described above to
attempt to recover the input GND densities from the λ values that
would be accessible from EBSD measurements. By carrying out
this procedure for multiple surface orientations, the effect of
crystal orientation on the inversion results can be tested. In ad-
dition to carrying out the forward calculation with only one non-
zero GND density, we also carried out this procedure assuming a
GND density of 1012 m"2 was present for all of the six real olivine
dislocation types.

2.3.4. Testing the effect of varying EBSD acquisition settings
To test the effect of varying EBSD acquisition settings on both

calculated dislocation densities and spatial resolution of disloca-
tion structures, we performed a systematic analysis of EBSD da-
tasets from three specimens: an undeformed Si standard (50!50
points at 0.5 mm step size and 67!42 points at 8 mm step size), an
undeformed olivine single crystal (MN1; 500!400 points at 1 mm
step size and 30!21 points at 20 mm step size), and a deformed
olivine single crystal (PI-1433; 247!214 points at 1 mm step size).
All original datasets were collected without binning of EBSP pixels.

We sub-sampled the original EBSD datasets to investigate the
effects of mapping the same areas with larger step sizes and
greater EBSP binning. To simulate larger step sizes, we under-
sampled the data, using only a regularly spaced fraction of data
points from the original datasets. To simulate a range of pattern
binning (2!2, 4!4, and 8!8 pixels), we reduced the resolution
of the original stored EBSPs by averaging groups of adjacent pixels.
Investigations of the effect of pattern binning were only carried
out on datasets with 8–10 mm step sizes. Repeatedly sub-sampling
the same dataset has advantages over collecting multiple datasets
as it is more efficient and allows exactly the same measurement
points to be analysed in each case. For this series of tests, maps of
dislocation density were produced using the pinv6 inversion
method for olivine and L1 scheme for silicon.

To examine the effect of increasing step size on the ability to
resolve different dislocation structures, we performed a similar
under-sampling analysis on a map collected over an area in which
dislocations had been decorated by oxidation and were therefore
detectible in forescattered electron images. For this series of tests,
maps of dislocation density were also produced using the pinv6
inversion method. The original dataset with 0.25 mm step size was
under-sampled and reanalysed to generate additional datasets
with 1 and 2 mm step sizes.

Table 1
Olivine slip systems used in dis-
location density calculations.

Dislocation type Slip system

Edge (010)[100]
Edge (001)[100]
Edge (100)[001]
Edge (010)[001]
Screw [100]
Screw [001]

Table 2
Summary of inversion methods for estimating dislocation densities.

Inversion method Function Number of slip
systems

Size of A in Eqs. (3)
and (5)

L1 linprog 9 6!18
pinv6 pinv 6 6!6
pinv9 pinv 9 6!9
pinv12 pinv 6 6!12
pinv18 pinv 9 6!18
lsq12 lsqnonneg 6 6!12
lsq18 lsqnonneg 9 6!18
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Is is possible to extract dislocation densities for olivine 
from conventional EBSD maps?

test case: single crystals deformed to 
activate specific slip systems

dislocation structures investigated 
by oxidative decoration and TEM


(Durham et al. 1977a, b)

compressive deformation 
at 1600ºC to > 20% strain



EBSD map 1.2 x 1.2 mm, 
step size 1 µm


color coding: misorientation 
axes from the mean 

orientation, 

red: rotation around [001] 

[100]

[010]

[001]

denoising: half-quadratic filter, 
with F.alpha = 5


(Hielscher et al., 2019)



KAM map



Line parallel to [100]

Orientation change

orientation gradients 
~ 0.1º



Misorientation axes

Smoothed data shows  
strong concentration 

at the expected 
misorientation axis for 
[100](010) slip system

Individual axes: 
noise - scatter 

limit of angular 

fidelity of 
conventional EBSD.

[100]

[001] [010]

12

6



Dislocation densities

as expected and known from earlier light microscope and TEM imaging 
[100](010) is most active slip system



Correlation of dislocation density with orientation gradient

confirms [100](010) as most active slip system



Dislocation density as function of misorientation angle color coded by 
distance from first point 

Conclusion:

- meaningful dislocation structures and densities can be 

extracted from conventional EBSD data



Problems: Certain ‘singular’ 
orientations






