Summary.  The model presented here grad​ually learns how to perform a job-shop scheduling task.  It uses Soar's chunk​ing mechanism to acquire episodic memories about the order of jobs to sched​ule.  The model was based on many qual​i​ta​tive (e.g., transfer effects) and quan​tita​tive (e.g., solu​tion time) regulari​ties found in previ​ously collected data.  The model was tested with new data where scheduling tasks were given to the model and to 14 subjects.  The model gener​ally fit these data with the restrictions that the model performs the task (in simulated time) faster than subjects, and its perfor​mance improves somewhat more quickly than subjects.  The model provides an expla​na​tion of the noise typi​cally found in prob​lem solving times—it is the result of learning actual pieces of knowl​edge that transfer more or less to new situations but rarely an aver​age amount.  Only when the data are aver​aged (i.e., over subjects) does the smooth power law appear.  This mech​anism demon​strates how sym​bolic models can exhibit a gradual change in behavior and how the apparent acquisition of gen​eral procedures can be per​formed without resort to explicit declar​ative rule genera​tion.  We suggest that this may represent a type of implicit learning.  

