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#### Abstract

An incomplete $L U$ decomposition with pivoting is presented that progressively monitors the growth of the inverse factors of $L, U$. The information on the growth of the inverse factors is used as feedback for dropping entries in $L$ and $U$. This method yields a robust preconditioner in many cases and is often effective especially when the system is highly indefinite. Numerical examples demonstrate the effectiveness of this approach.
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## 1 Introduction

We consider problems of the form

$$
\begin{equation*}
A x=b, \tag{1}
\end{equation*}
$$

with $A \in \mathbb{R}^{n, n}$ nonsingular and $b \in \mathbb{R}^{n}$. We focus on problems where $A$ is sparse and where we do not have much information about the system beforehand. These systems might be highly indefinite or ill-conditioned. Since often these systems are very large solving them is a challenge for numerical algorithms. Sometimes it is exceedingly difficult to solve them by iterative techniques and in these cases direct solvers might be preferred. However, there are situations in which 'general purpose' or 'black-box' iterative solvers are required. The most popular and promising iterative techniques so far are preconditioned Krylov-subspace solvers, see, e.g., $[15,22,12]$. Among many techniques, preconditioners based on incomplete $L U$-factorizations, see e.g., [17, 18, 19] are known to give excellent results for many important classes of problems, such as those arising from the discretization of elliptic partial differential equations.
Nevertheless, there are still many situations where incomplete $L U$ decomposition give poor results. One often has to play around with the parameters, e.g., to adapt a drop tolerance in the incomplete $L U$ decomposition to obtain a successful preconditioner. This is timeconsuming since for any problem one has to select the correct values. This reduces the flexibility as a 'black-box' solver. In addition by decreasing parameters to obtain a successful preconditioner we might get enormous fill-in or an unacceptable computational time. In this case direct solvers are the only alternative.
The intention of this paper is to take a closer look at incomplete $L U$ decompositions and especially on how entries are dropped. The main key used here for analyzing dropping in the incomplete $L U$ decomposition is its strong relation $[7,8]$ to factored sparse approximate inverse methods $[3,4,2,16,21]$. In an earlier paper [8] comparisons between an incomplete $L U$ decompositions with pivoting and a factored approximate inverse with pivoting have shown several examples where the approximate inverse was superior to the $I L U$. So apparently ILUs may gain more stability from approximate inverses by taking a close look at their relations and especially at the way how entries are dropped.

The main idea is to monitor the growth of the inverse factors of $L, U$ while computing $L$, $U$ and to use this information as feedback for a refined dropping strategy for the entries of $L$ and $U$.

## 2 A simple $I L U$ approach

We start with a simple description of a class of incomplete $L U$ factorizations. For the solution of (1) we construct an approximate decomposition

$$
A \approx L D U,
$$

where $L, U^{\top}$ are lower triangular matrices with unit diagonal and $D$ is diagonal. One way to construct these decompositions is to partition $A$ as

$$
A=\left[\begin{array}{ll}
B & F \\
E & C
\end{array}\right] \in \mathbb{R}^{n, n}
$$

with $B \in \mathbb{R}$ and the other blocks have corresponding size. Then $A$ is factored as

$$
\left[\begin{array}{cc}
B & F  \tag{2}\\
E & C
\end{array}\right]=\underbrace{\left[\begin{array}{cc}
1 & 0 \\
L_{E} & I
\end{array}\right]}_{L} \underbrace{\left[\begin{array}{cc}
D_{B} & 0 \\
0 & S
\end{array}\right]}_{D} \underbrace{\left[\begin{array}{cc}
1 & U_{F} \\
0 & I
\end{array}\right]}_{U},
$$

where

$$
\begin{equation*}
S=C-L_{E} D_{B} U_{F} \in \mathbb{R}^{n-k, n-k} \tag{3}
\end{equation*}
$$

denotes the so-called Schur-complement. The exact $L U$-decomposition of $A$ (if it exists) can be obtained by successively applying (2) to the Schur-complement $S$. Even if there exists a decomposition (2) for $A$ and for $S$, there is no need to compute $L_{E}, U_{F}, S$ exactly when constructing a preconditioner. A common approach for reducing fill-in consists of discarding entries in $L_{E}, U_{F}$ of small size and defining the approximate Schur-complement only with these sparsified vectors $\tilde{L}_{E}, \tilde{U}_{F}$. Here we will concentrate on

$$
\begin{equation*}
\tilde{S}=B-\tilde{L}_{E} F-\left(E-\tilde{L}_{E} B\right) \tilde{U}_{F} \tag{4}
\end{equation*}
$$

as one possible definition of an approximate Schur-complement. Equation (4) can be obtained from the lower right block of $\tilde{L}^{-1} A \tilde{U}^{-1}$.
We use the MATLAB notation [1] for convenience. For two integers $k, l, k: l$ denotes the sequence $(k, k+1, \ldots, l)$ with the convention that whenever $k>l$ the set is empty. For a $\operatorname{matrix} A=\left(A_{i j}\right)_{i=1, \ldots, m, j=1, \ldots, n}$, we define

$$
A_{k: l, q: r}:=\left(A_{i j}\right)_{i=k, \ldots, l, j=q, \ldots, r} .
$$

The notation : as a subscript indicates that all columns/rows entries are taken. Thus, $A_{:, 2}$ denotes the second column of $A$ and $A_{2,:}$ denotes its second row. Similarly for a nonempty set $s \subseteq\{1, \ldots, m\}$ we denote by $A_{s,:}$ the matrix $\left(A_{i j}\right)_{i \in s, j=1, \ldots, n}$. With this notation the associated $I L U$ algorithm is roughly as follows.

```
Algorithm 1 (Incomplete \(L U\) factorization (ILU))
Given \(A=\left(A_{i j}\right)_{i j} \in \mathbb{R}^{n, n}\) and a drop tolerance \(\tau \in[0,1]\). Compute \(A \approx L D U\).
\(L=U=I, S=A, D_{11}=S_{11}\).
for \(i=1: n-1\)
    \(p_{i+1: n}=S_{i+1: n, i}^{\top} / S_{i i}, \quad \quad q_{i+1: n}=S_{i, i+1: n} / S_{i i}\)
    Drop all entries \(\left|p_{i}\right|,\left|q_{i}\right|\) if they are less than \(\tau\).
    \(L_{i+1: n, i}=p_{i+1: n}^{\top}, \quad \quad U_{i, i+1: n}=q_{i+1: n}\).
    \(S_{i+1: n, i+1: n}=S_{i+1: n, i+1: n}-L_{i+1: n, i} D_{i, i+1: n}-\left(S_{i+1: n, i}-L_{i+1: n, i} S_{i i}\right) U_{i, i+1: n}\)
    \(D_{i+1, i+1}=S_{i+1, i+1}\)
end
```

Practical versions of incomplete $L U$ decompositions are typically implemented in a slightly different way. It is usually not advisable to update the whole $S_{i+1: n, i+1: n}$ by a rank-one or rank-two modification. Instead, typically only the leading row of $S_{i+1: n, i+1: n}$ is computed, and the transformations on the other rows are post-poned. This corresponds to the socalled I,K,J version of Gaussian elimination[21]. Besides saving memory, this approach is easier to implement since all updates and modifications are performed only once for each row. Thus one can use simple sparse row storage schemes, e.g. the Compressed Sparse Row (CSR) format [21].

## Algorithm 2 (Incomplete $L U$ factorization, $I, K, J$ version)

Given $A=\left(A_{i j}\right)_{i j} \in \mathbb{R}^{n, n}$ and a drop tolerance $\tau \in[0,1]$. Compute $A \approx L D U$.
$L=U=I, S=A, \mathcal{C}=\mathcal{R}=\emptyset$.
for $i=1: n$
$w=A_{i,:}$
for $j=1, \ldots, i-1$ and when $w_{k} \neq 0$
$w_{j}=w_{j} / D_{j j}$
if $\left|w_{j}\right| \leqslant \tau, w_{j}=0$, else $w_{j+1: n}:=w_{j+1: n}-w_{j} U_{j, j+1: n}$
end
for all $j>i$ : if $\left|w_{j} / w_{i}\right| \leqslant \tau, w_{j}=0$
Define $D_{i i}=w_{i}, \quad U_{i, i: n}=w_{i: n} / D_{i i}, \quad L_{i, 1: i-1}=w_{1: i-1}$
end

Mathematically Algorithm 2 can be read as a special version of Algorithm 1, if the approximate Schur-complement is replaced by

$$
S_{i+1: n, i+1: n}=S_{i+1: n, i+1: n}-L_{i+1: n, i} D_{i, i} U_{i, i+1: n} .
$$

Clearly this replacement would also end up in an exact $L U$ decomposition once we do not drop entries anymore.

## 3 Stabilized $I L U$

One problem in dropping entries in Algorithm 1 or Algorithm 2 is that we do not have control of the changes which are affected by dropping. One way to get a more reliable dropping criterion is to take the norm of the $i$-th row of $A$ into account, e.g. replace $\tau$ by $\tau \cdot\left\|A_{i,:}\right\|_{1}$. This is essentially what the ILUT-Algorithm [19] does. A slightly refined version of this strategy, at least if the information on the Schur-complement is available, could be to consider the norm of the $i$-th row of the Schur-complement as well. This makes sense especially when the corresponding row of the Schur-complement has significantly smaller entries. I.e., instead of dropping entries that are less than $\tau$ or $\tau \cdot\left\|A_{i,:}\right\|_{1}$ in absolute value, we could drop entries that are less than $\tau \cdot \min \left\{\left\|A_{i,:}\right\|\left\|_{1},\right\| S_{i, i: n} \|_{1}\right\}$ in absolute value. Often both choices are a very good compromise but clearly there may still be cases where we could end up in a poor preconditioner.

Algorithm 1, 2 can be supplemented with pivoting. When column pivoting is added to Algorithm 2 it essentially corresponds to the ILUTP-Algorithm which is part of SPARSKIT, see e.g. $[21,20]$. So far we have ignored this option to have more clear presentation. Later on, we will return to this point and finally include pivoting. For simplicity let us consider the algorithms without pivoting at this stage.

Recently it has been shown in [7] that Algorithm 1 has a strong relation to sparse approximate inverse preconditioners. Without going into the details, we will roughly describe the idea of AINV-type algorithms $[3,4,2,8]$. The idea is to directly compute upper triangular matrices $W, Z$ such that $W^{\top} A Z=D$, with a diagonal matrix $D$. The version which we will focus on is the so-called right looking AINV, where $W$ and $Z$ are updated by a rank-1 update. Essentially a biorthogonalization process for $W$ and $Z$ is performed, in which $W^{\top} A$ and $Z^{\top} A^{\top}$ are transformed step by step to upper triangular form. Clearly this only holds if no dropping is applied to $W, Z$.

```
Algorithm 3 (Factored Approximate INVerse, rank-1 update version)
Given \(A=\left(A_{i j}\right)_{i j} \in \mathbb{R}^{n, n}\) and a drop tolerance \(\tau \in[0,1]\). Compute \(A^{-1} \approx Z D^{-1} W^{\top}\).
\(p=q=(0, \ldots, 0) \in \mathbb{R}^{n}, Z=W=I_{n}, \mathcal{C}=\mathcal{R}=\emptyset\).
for \(i=1: n\)
    \(p_{i: n}=Z_{:, i}^{\top} A_{i: n,:}^{\top}, q_{i: n}=W_{:, i}^{\top} A_{:, i: n}\)
    Set \(p_{i+1: n}:=p_{i+1: n} / p_{i}, q_{i+1: n}:=q_{i+1: n} / q_{i}\)
    \(W_{:, i+1: n}=W_{:, i+1: n}-W_{:, i} p_{i+1: n}, Z_{:, i+1: n}=Z_{:, i+1: n}-Z_{:, i} q_{i+1: n}\)
    Drop entries \(W_{k l}\) of \(W_{1: i, i+1: n}\), if \(\left|W_{k l}\right| \leqslant \tau\)
    Drop entries \(Z_{k l}\) of \(Z_{1: i, i+1: n}\), if \(\left|Z_{k l}\right| \leqslant \tau\)
end
Choose diagonal entries of \(D\) as the components of \(p\) (or equivalently of \(q\) ).
```

In principle we could modify Algorithm 1 such that the inverses of its triangular factors $L, U$ are computed on the fly. For this purpose we supplement Algorithm 1 with a progressive inversion of $L, U$. At step $i-1, U$ is of the form

$$
U=\left[\begin{array}{cc}
U_{1: i-1,1: i-1} & U_{1: i-1, i: n} \\
\mathrm{O} & I
\end{array}\right]
$$

and the $i$-th step will compute the entries $U_{i, i+1: n}$ and add them to the current $U$ to get $U_{\text {new }}$. Let $q^{\top}$ be the row vector $q^{\top}=U_{i,:}-e_{i}^{\top}$. Note that the 'diagonal' element $q_{i}$ of $q$ is zero. Then,

$$
U_{\text {new }}=U+e_{i} q^{\top}=\left(I+e_{i} q^{\top}\right) U
$$

It follows that

$$
U_{n e w}^{-1}=U^{-1}\left(I+e_{i} q^{\top}\right)^{-1}=U^{-1}\left(I-e_{i} q^{\top}\right) .
$$

Of course analogous arguments hold for $L$. This provides a formula for progressively computing $L^{-\top}, U^{-1}$ throughout the algorithm. We call the inverse factors $Z, W$ as in Algorithm 3. With these additional factors $Z, W$ and a modified Schur-complement it was shown in [7] that the supplemented version of Algorithm 1 is essentially equivalent to Algorithm 3.

Theorem 4 Suppose that Algorithm 1 is supplemented with a progressive inversion of $L, U$. Suppose in addition that in step $i$ of Algorithm 1 an entry $L_{j i}$ is discarded only if $\left|L_{j i}\right| \max \{1\} \cup\left\{\left|W_{k i}\right|: k<i\right\} \leqslant \tau, i=1, \ldots, n$. Suppose that in Algorithm 1 and $3 W_{k l}$ is dropped from $W_{1: i, i+1: n}$ if $\left|W_{k l}\right| \leqslant \tau$. If the (modified) Schur-complement $S_{i+1: n, i+1: n}$ is defined via

$$
S_{i+1: n, i+1: n}=W_{:, i+1: n}^{\top} A_{:, i+1: n},
$$

then we have for any $k>l$ :

$$
\left|\left(L^{-\top}\right)_{k l}-W_{k l}\right| \leqslant \tau(2(k-l)-1)
$$

and the diagonal entries of $D$ are those of $p$.

Proof. See [7].

The most interesting point about this relation is that Theorem 4 requires to modify the dropping strategy for $L$ (and similarly for $U$ ). Now typically applying dropping to sparse approximate inverse factors is less harmful than for incomplete $L U$ decompositions, because in dropping small entries of size $\tau$ in $W, Z$ the effective error in $W^{\top} A Z$ is only between linear and quadratic with respect to $\tau$. And $W^{\top} A Z$ is the matrix which needs to be transformed to an approximately diagonal matrix $D$. On the other hand if we apply dropping to the factors $L, U$ of an $I L U$ the related effect is rational since we do not know in advance the effect for $L^{-1} A U^{-1}$. But for preconditioning, this is precisely what we need to know. So if we can construct an $I L U$ that is somehow almost equivalent to an approximate inverse, then we might hope that dropping is more reliable and the resulting preconditioner is much more efficient for those situations where dropping has a serious impact on the quality of the preconditioner. Numerical results in [8] illustrate that for some extremely indefinite and ill-conditioned problems the approximate inverse behaves better than an $I L U$.

To turn the result of Theorem 4 into an algorithm we will certainly not invert $L, U$ in Algorithm 1. Let us take a look at the criterion for dropping entries in $L$. We need to know $\max \{1\} \cup\left\{\left|W_{k i}\right|: k<i\right\}$, which means we need to know the $i$-th row of $L^{-1}$, i.e., $W_{1: i-1, i}=\left(L^{-1}\right)_{i, 1: i-1}$. At least it would be convenient to have an estimate for $\left\|\left(L^{-1}\right)_{i, 1: i-1}\right\|_{1}$ which could serve as a substitute for $\left\{\left|W_{k i}\right|: k<i\right\}$. To do this we use a general condition estimator for triangular matrices from [14, 9] as a helpful estimate for $\left\|\left(L^{-1}\right)_{i, 1: i-1}\right\|_{1}$. This condition estimator is based on solving a system with an upper triangular matrix $U$ where the right hand side $y$ only consists of $\pm 1$ and the signs are chosen to successively maximize the solution $x$ of $U x=y$. Another look at this condition estimator shows that the components of $x=U^{-1} y$ precisely estimate $\left\|\left(U^{-1}\right)_{i, i: i: n}\right\|_{1}$. To adapt this estimator to our problem we will consider $L x_{L}=y_{L}$ and $U^{\top} x_{U}=y_{U}$ to get estimates for $\left\|\left(L^{-1}\right)_{i, 1: i-1}\right\|_{1}$ and $\left\|\left(U^{-1}\right)_{1: i-1, i}\right\|_{1}$.

Algorithm 5 (Condition Estimator for $\left(L^{-1}\right)$ adapted from [14, 9] )
Let $L=\left(L_{i j}\right)_{i j} \in \mathbb{R}^{n, n}$ be unit lower triangular. Compute $L x=y$, where $y^{\top} \in( \pm 1, \cdots, \pm 1)$. $p=p_{+}=p_{-}=x=(0, \ldots, 0)^{\top} \in \mathbb{R}^{n}$, and let $\nu=0$ be the associated 1 -norm of $p$

```
for \(i=1: n\)
    \(x_{+}=1-p_{i}, x_{-}=-1-p_{i}\)
    Let \(s\) be the set of nonzero components of \(L_{i+1: n, i}\)
    \(p_{+, s}=p_{s}+L_{s, i} x_{+}, p_{-, s}=p_{s}+L_{s, i} x_{-}\)
    \(\nu_{+}=\nu-\left\|p_{s}\right\|_{1}+\left\|p_{+, s}\right\|_{1}, \nu_{-}=\nu-\left\|p_{s}\right\|_{1}+\left\|p_{-, s}\right\|_{1}\)
    if \(\left|x_{+}\right|+\nu_{+}>\left|x_{-}\right|+\nu_{-}\)
        \(x_{i}=x_{+}, \nu=\nu_{+}\)
        \(p_{s}=p_{+, s}, p_{-, s}=p_{+, s}\)
    else
        \(x_{i}=x_{-}, \nu=\nu_{-}\)
        \(p_{s}=p_{-, s}, p_{+, s}=p_{-, s}\)
    end
end
```

In principle one could also use different condition estimators, e.g. [5, 6]. But what we really need is not an estimate for the norm of $L^{-1}$ but an estimate for the norm of each row of $L^{-1}$. From this point of view to take as right hand side a vector $y$ which only consists of $\pm 1$ is reasonable and is more attractive for this problem.

Now we can supplement Algorithm 1 with the condition estimator Algorithm 5 applied to the $L$ and $U^{\top}$ factors of the $I L U$ and the components of $x_{L}=L^{-1} y_{L}, x_{U}=U^{-1} y_{u}$ are serving as estimates for $\left(L^{-1}\right)_{i, 1: i-1},\left(U^{-1}\right)_{1: i-1, i}$. We still have to discuss the choice of the approximate Schur-complement. Although Theorem 4 is based on defining the approximate Schur-complement via $S_{i+1: n, i+1: n}=W_{:, i+1: n}^{\top} A_{:, i+1: n}$, it can be seen in the proof of this Theorem that an analogous relation will hold for the case where $p, q$ of Algorithm 3 are defined via

$$
\begin{equation*}
p_{i: n}=Z_{:, i}^{\top} A^{\top} W_{i: n,:}, q_{i: n}=W_{:, i}^{\top} A Z_{:, i: n} . \tag{5}
\end{equation*}
$$

In this case the related Schur-complement for Theorem 4 is

$$
\begin{equation*}
S_{i+1: n, i+1: n}=W_{:, i+1: n}^{\top} A Z_{:, i+1: n} . \tag{6}
\end{equation*}
$$

In fact, when Algorithm 3 is supplemented with pivoting, (5) is used to ensure that $p_{i}=$ $q_{i} \neq 0$. Furthermore (6) is related to the choice of $S$ in Algorithm 1 since it consists of taking the lower right block of $\tilde{L}^{-1} A \tilde{U}^{-1}$. Clearly the definition of the approximate Schurcomplement in Algorithm 1 is not precisely the same as (6). But according to [7], one has a close connection to Algorithm 3 with this choice of an approximate Schur-complement if dropping is applied in slightly different way.

As a next step to define the $I L U$ we introduce pivoting. We define permutation vectors $\pi, \sigma$, such that $A(\pi, \sigma)=L D(\pi, \sigma) U$ provided that no dropping is applied. In principle, applying permutation matrices $\Pi, \Sigma$ to (2), changes this equation to

$$
\left(\begin{array}{cc}
I & \mathrm{O} \\
\mathrm{O} & \Pi^{\top}
\end{array}\right)\left[\begin{array}{cc}
B & F \\
E & C
\end{array}\right]\left(\begin{array}{cc}
I & \mathrm{O} \\
\mathrm{O} & \Sigma
\end{array}\right)=\left[\begin{array}{cc}
1 & 0 \\
\Pi^{\top} L_{E} & I
\end{array}\right]\left[\begin{array}{cc}
D_{B} & 0 \\
0 & \Pi^{\top} S \Sigma
\end{array}\right]\left[\begin{array}{cc}
1 & U_{F} \Sigma \\
0 & I
\end{array}\right] .
$$

This illustrates how $S, L$ and $U$ have to be adapted. It is clear that if we include the condition estimator, analogous changes are made. It should also be obvious that in practice
one will not physically interchange rows of $L$ and columns of $U$ but instead one uses index vectors.

In principle we can introduce a pivoting process to Algorithm 1 which ensures that in the permuted matrix $\left|p_{i}\right| \geqslant \alpha \max _{j=i+1, \ldots, n}\left|p_{j}\right|$ and $\left|q_{i}\right| \geqslant \alpha \max _{j=i+1, \ldots, n}\left|q_{j}\right|$. This guarantees that after the division by $p_{i}, q_{i}$ the entries of $p_{j} / p_{i}, q_{j} / q_{i}$ are less than $1 / \alpha$ in absolute value. Here the parameter $\alpha \in[0,1]$ is chosen a priori. The choice $\alpha=1$ refers to strict pivoting, i.e. the maximum entry in absolute value will become $p_{i}$ or $q_{i}$, while any smaller choice of $\alpha$ causes only pivoting if the diagonal entry is much smaller than the maximum entry of $\left|p_{i+1: n}\right|,\left|q_{i+1: n}\right|$. Now we can go one step further and use the freedom in the choice of pivots to add a strategy of Markowitz type [10], i.e., we consider the set of pivots $\left|p_{k}\right|$ that are larger than $\alpha \max _{j=i+1, \ldots, n}\left|p_{j}\right|$ and among these we take the one with the minimum fill-in. This is a typical strategy to maintain sparsity in the Schur-complement when using direct methods [10]. To do this, replace $\max _{j=i+1, \ldots, n}\left|p_{j}\right|$ by $z$ and define a set $\operatorname{piv}(p)$ by

$$
\begin{equation*}
\operatorname{piv}(p, z)=\left\{k:\left|p_{k}\right| \geqslant \alpha z\right\} . \tag{7}
\end{equation*}
$$

For any $k$, let $\mathrm{nnzc}_{i}(k)$ denote the number of nonzeros of $S_{i: n, k}$ and let $\mathrm{nnzr}_{i}(k)$ denote the number of nonzeros of $S_{k, i: n}$. As pivot we will choose $j \in \operatorname{piv}(p, z)$ such that

$$
\begin{equation*}
\operatorname{nnzc}_{i}(j)=\min _{k \in \operatorname{piv}(p, z)} \operatorname{nnzc}_{i}(k) \tag{8}
\end{equation*}
$$

I.e., among all admissible pivots choose the one which locally minimizes the fill-in. The same process needs to be repeated for $q$. In theory this process needs to be alternated between $p$ and $q$ because we have to make sure the diagonal pivots are not getting smaller. For this reason we always increase $z$. A local pivoting step can then look as follows.

## Algorithm 6 (Local pivoting with respect to fill-in)

Given $A=\left(A_{i j}\right)_{i j} \in \mathbb{R}^{n, n}$ and a pivoting tolerance $\alpha \in[0,1]$.
Let $S_{i: n, i: n}$ denote the Schur-complement on entry to step $i$ of Algorithm 1.
$z=0$
while pivots not satisfactory
$p_{i: n}=S_{i, i: n}, \quad z=\max \left\{z, \max _{j=i, \ldots, n}\left|p_{j}\right|\right\}$
Choose $\mu \in \operatorname{piv}(p, z)$ such that $\operatorname{nnzc}_{i}(\mu)$ is minimal.
Interchange columns/components $i, \mu$ of $p, \sigma, S_{i: n,:}, U_{1: i-1,:}$ :
$q_{i: n}=S_{i: n, i}, \quad z=\max \left\{z, \max _{j=i, \ldots, n}\left|q_{j}\right|\right\}$
Choose $\mu \in \operatorname{piv}(q, z)$ such that $\operatorname{nnzr}_{i}(\mu)$ is minimal.
Interchange columns/components $i, \mu$ of $q, \pi, S_{:, i: n}, L_{:, 1: i-1}$
end

The while loop only terminates if no more interchanges are performed.
Together with the condition estimator in Algorithm 5, Algorithm 6 is used to stabilize the incomplete $L U$ decomposition from Algorithm 1. We summarize these changes to a new $I L U$ algorithm.

```
Algorithm 7 (Stabilized Incomplete \(L U\) factorization (ILUSTAB))
Given \(A=\left(A_{i j}\right)_{i j} \in \mathbb{R}^{n, n}\), a drop tolerance \(\tau \in[0,1]\) and a pivoting tolerance \(\alpha \in[0,1]\).
Compute \(A(\pi, \sigma) \approx L D U\).
\(L=U=I, S=A, D_{11}=S_{11}, \pi=\sigma=(1, \ldots, n)\).
\(x_{L}=p_{L}=p_{+, L}=p_{-, L}=x_{U}=p_{U}=p_{+, U}=p_{-, U}=(0, \ldots, 0)^{\top} \in \mathbb{R}^{n}, \nu_{L}=\nu_{U}=0\).
for \(i=1: n-1\)
    Apply Algorithm 6.
    Whenever \(p\) requires pivoting, interchange \(p_{U}, p_{+, U}, p_{-, U}, x_{U}\) as well
    Whenever \(q\) requires pivoting, interchange \(p_{L}, p_{+, L}, p_{-, L}, x_{L}\) as well
    \(L_{i+1: n, i}=p_{i+1: n}^{\top}, U_{i, i+1: n}=q_{i+1: n}\).
    Apply step \(i\) of Algorithm 5 for \(L\) with
    \(\nu, x, p, p_{+}, p_{-}\)replaced by \(\nu_{L}, x_{L}, p_{L}, p_{+, L}, p_{-, L}\)
    Apply step \(i\) of Algorithm 5 for \(U^{\top}\) with
    \(\nu, x, p, p_{+}, p_{-}\)replaced by \(\nu_{U}, x_{U}, p_{U}, p_{+, U}, p_{-, U}\)
    drop all entries \(\left|L_{j i}\right|\) of \(L_{i+1: n, i}\), if \(\left|L_{j i}\right| \max \left\{1,\left|x_{L, i}\right|\right\} \leqslant \tau \min \left\{\left\|A_{i,:}\right\|\left\|_{1},\right\| S_{i, i: n} \|_{1}\right\}\)
    drop all entries \(\left|U_{j i}\right|\) of \(U_{i, i+1: n}\), if \(\left|U_{i j}\right| \max \left\{1,\left|x_{U, i}\right|\right\} \leqslant \tau \min \left\{\left\|A_{i,:}\right\|\left\|_{1},\right\| S_{i, i: n} \|_{1}\right\}\)
    \(S_{i+1: n, i+1: n}=S_{i+1: n, i+1: n}-L_{i+1: n, i} S_{i, i+1: n}-\left(S_{i+1: n, i}-L_{i+1: n, i} S_{i i}\right) U_{i, i+1: n}\)
    \(D_{i+1, i+1}=S_{i+1, i+1}\)
end
```

The two major differences between Algorithm 1 and Algorithm 7 are the application of pivoting and the inclusion of a condition estimator. The latter is motivated by the strong relations between incomplete $L U$ factorizations and factored approximate inverse preconditioners.

## 4 Numerical Results

This section presents numerical experiments to validate the algorithms. So far, Algorithm 7 is implemented in MATLAB [1].

- The matrices are initially reordered using the symmetric minimum degree ordering [13].
- An a priori scaling is used such any row of the given matrix has unit 1-norm.
- For the pivoting process $\alpha=0.1$ is used.
- Different values were used for the drop tolerance $\tau=0.1,0.3$.

For the numerical experiments several unsymmetric matrices from the Harwell-Boeing Collection [11] were chosen.

The result are compared with

- LU from MATLAB also with pivoting tolerance $\alpha=0.1$
- LUINC from MATLAB with $\alpha=0.1$ and drop tolerances $\tau=0.1,0.01,10^{-3}$, $10^{-4}, 10^{-5}$
- ILUTP from SPARSKIT using the same tolerance $\alpha=0.1$ for pivoting but $\tau=0.1$, $0.01,10^{-3}, 10^{-4}, 10^{-5}$ for dropping.

The numerical results for ILUTP [21] were performed on an SGI workstation with two 190 MHz R10000 (IP25) processors under IRIX 6.2 and 512 MB memory.

As iterative solvers GMRES(30) [22] is used. The iteration was stopped after the residual norm was less than $\sqrt{\mathrm{eps}}$ times the initial residual norm, where eps $\approx 2.2204 \cdot 10^{-16}$ denotes the machine precision. The iteration was stopped after 500 steps. Every iterative solution which broke down or did not converge within the number of steps was noted as a failure.

We briefly describe the results for several matrices and then give detailed numerical results for several selected examples.

To give a rough idea on how the method performed on the Harwell-Boeing collection we simply summarize in Table 1 which method successfully solved how many problems with respect to the drop tolerance $\tau$. The tests were done on 94 matrices from the Harwell-Boeing collection.

Table 1: Summary of results - Successful Computation

| Harwell-Boeing Collection (94 test matrices) |  |  |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| Preconditioner | Drop tolerance |  |  |  |  |  |
|  | 0.3 | 0.1 | 0.01 | $10^{-3}$ | $10^{-4}$ | $10^{-5}$ |
| ILUSTAB | 89 | 92 |  |  |  |  |
| LUINC |  | 31 | 52 | 68 | 79 | 87 |
| ILUTP |  | 53 | 69 | 78 | 84 | 90 |

Note that there were only two matrices which could not be solved with ILUSTAB for $\tau \in\{0.3,0.1\}$. These are the matrices facsimile/fs7603, grenoble/gre216b. These matrices could be solved with $\tau=0.01$. But LUINC could also not solve facsimile/fs 7603 and for facsimile/fs7603 ILUTP needed $\tau=10^{-4}$. For grenoble/gre216b LUINC and ILUTP needed $\tau=10^{-5}$.

We now comment on several matrices from the Harwell-Boeing-Collection. This collection consists of many matrices from different areas. Related matrices are put together in a group and comments are done with respect to these groups. For some selected examples we will
show separate tables. In each table (e.g., Table 2) we will present the the choice of the drop tolerance $\tau$ and the related fill-in factor (that is the ratio of the number of nonzeros of $L+U$ divided by the number of nonzeros of $A$ ). Next the number of iteration steps using GMRES(30) is shown. For the MATLAB algorithms LU, ILUSTAB and LUINC we use the flop count as measure for the number of operations. The flop count is split into the flops required for the decomposition and the flops to solve a linear system using GMRES(30).

- CHEMWEST: These matrices are some of those for which LUINC and ILUTP needed smallest drop tolerances to be successful while ILUSTAB was able to solve all of them already for $\tau=0.3$. Detailed results for the three biggest WEST-matrices are given in Table 2, 3, 4.

Table 2: Matrix CHEMWEST/WEST0989

| Method / $\tau$ |  | fill-in <br> factor | $\begin{array}{\|l} \hline \# \text { it. } \\ \text { steps } \end{array}$ | flops |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | dec. |  | solve |
| sparse LU |  |  | 3.2 | 1 | $1.2 \cdot 10^{5}$ | 9.9•10 ${ }^{4}$ |
| ILUSTAB | 0.3 | 1.3 | 20 | $1.8 \cdot 10^{5}$ | $1.4 \cdot 10^{6}$ |
|  | 0.1 | 1.5 | 14 | $1.7 \cdot 10^{5}$ | $8.3 \cdot 10^{5}$ |
| LUINC | $10^{-1}$ | 0.7 | - | $1.1 \cdot 10^{4}$ | - |
|  | $10^{-2}$ | 1.0 | - | $1.4 \cdot 10^{4}$ | - |
|  | $10^{-3}$ | 1.2 | - | $2.0 \cdot 10^{4}$ | - |
|  | $10^{-4}$ | 1.6 | - | $3.8 \cdot 10^{4}$ | - |
|  | $10^{-5}$ | 1.9 | 6 | $4.7 \cdot 10^{4}$ | $2.7 \cdot 10^{5}$ |
| ILUTP | $10^{-1}$ | 1.0 | - |  |  |
|  | $10^{-2}$ | 1.4 | - |  |  |
|  | $10^{-3}$ | 1.9 | - |  |  |
|  | $10^{-4}$ | 2.4 | 309 |  |  |
|  | $10^{-5}$ | 2.7 | 10 |  |  |

- FACSIMILE: LUINC from MATLAB could not solve most of these matrices for $\tau=0.1,0.01$. For $\tau=10^{-3}$ it was able to solve $50 \%$ of them and for $\tau=10^{-4}, 10^{-5}$ only $f_{s} 1836$, $f_{s} 7602$, fs 7603 could not be solved. For those problems that could be solved, the fill-in was moderate and the number of iteration steps was small.
In contrast to this ILUSTAB could solve all of these matrices already for $\tau=0.3$ except $f s 7603$ which could not be solved. The fill-in was small as well. The number of iteration steps was small except for fs 7602 which required 60 steps for $\tau=0.3$ and 31 for $\tau=0.1$.
ILUTP solved most of these problems for $\tau=0.1$. All problems including fs7603 were solved for $\tau=10^{-4}, 10^{-5}$.

Table 3: Matrix CHEMWEST/WEST1505

| Method / $\tau$ |  | fill-in factor | $\begin{aligned} & \hline \text { \# it. } \\ & \text { steps } \end{aligned}$ | flops |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | dec. |  | solve |
| sparse LU |  |  | 4.2 | 1 | $4.0 \cdot 10^{5}$ | $1.7 \cdot 10^{5}$ |
| ILUSTAB | 0.3 | 1.4 | 22 | $3.5 \cdot 10^{5}$ | $2.5 \cdot 10^{6}$ |
|  | 0.1 | 1.7 | 17 | $4.0 \cdot 10^{5}$ | $1.7 \cdot 10^{6}$ |
| LUINC | $10^{-1}$ | 0.7 | - | $1.7 \cdot 10^{4}$ | - |
|  | $10^{-2}$ | 1.0 | - | $2.2 \cdot 10^{4}$ | - |
|  | $10^{-3}$ | 1.2 | - | $3.2 \cdot 10^{4}$ | - |
|  | $10^{-4}$ | 1.7 | 16 | 6.8.10 ${ }^{4}$ | $1.5 \cdot 10^{6}$ |
|  | $10^{-5}$ | 2.0 | 6 | $8.6 \cdot 10^{4}$ | $4.1 \cdot 10^{5}$ |
| ILUTP | $10^{-1}$ | 1.0 | - |  |  |
|  | $10^{-2}$ | 1.4 | - |  |  |
|  | $10^{-3}$ | 1.9 | - |  |  |
|  | $10^{-4}$ | 2.4 | - |  |  |
|  | $10^{-5}$ | 2.7 | - |  |  |

Table 4: Matrix CHEMWEST/WEST2021

| Method / $\tau$ |  | fill-in factor | $\begin{array}{\|l\|} \hline \text { \# it. } \\ \text { steps } \end{array}$ | flops |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | dec. |  | solve |
| sparse LU |  |  | 5.6 | 1 | $1.2 \cdot 10^{6}$ | $2.7 \cdot 10^{5}$ |
| ILUSTAB | 0.3 | 1.6 | 20 | $6.8 \cdot 10^{5}$ | 2.9.10 ${ }^{6}$ |
|  | 0.1 | 1.7 | 14 | $6.7 \cdot 10^{5}$ | $1.7 \cdot 10^{6}$ |
| LUINC | $10^{-1}$ | 0.7 | - | $2.2 \cdot 10^{4}$ | - |
|  | $10^{-2}$ | 0.9 | - | $3.0 \cdot 10^{4}$ | - |
|  | $10^{-3}$ | 1.2 | - | $4.6 \cdot 10^{4}$ | - |
|  | $10^{-4}$ | 1.6 | - | $8.7 \cdot 10^{4}$ | - |
|  | $10^{-5}$ | 1.9 | 6 | $1.2 \cdot 10^{5}$ | $5.5 \cdot 10^{5}$ |
| ILUTP | $10^{-1}$ | 1.0 | - |  |  |
|  | $10^{-2}$ | 1.4 | - |  |  |
|  | $10^{-3}$ | 1.9 | - |  |  |
|  | $10^{-4}$ | 2.5 | - |  |  |
|  | $10^{-5}$ | 3.1 | 14 |  |  |

For those problems that could be solved the fill-in was small. The largest number of iterations were 155 for fs 7602 and $\tau=0.1,62$ for fs 7602 and $\tau=10^{-3}$. For all other methods it was less, if they could be solved at all.

- GEMAT: ILUSTAB could not solve these matrices for $\tau=0.3$ but for $\tau=0.1$.

LUINC could solve these matrices for $\tau=10^{-4}$ but with roughly four times of the fill-in of ILUSTAB.
ILUTP could solve these matrices for $\tau=10^{-3}$ but with more than twice as much fill-in as ILUSTAB. For these matrices the $L U$ decomposition needed more than 70 times of fill than the initial matrix.
For gemat12 see Table 5. The results for gemat11 are similar.

Table 5: Matrix GEMAT/GEMAT12

| Method / $\tau$ |  | fill-in factor | \# it. <br> steps | flops |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | dec. |  | solve |
| sparse LU |  |  | 73.5 | 1 | $1.7 \cdot 10^{9}$ | 1.0.10 ${ }^{7}$ |
| ILUSTAB | 0.3 | 1.0 | - | $1.4 \cdot 10^{6}$ | - |
|  | 0.1 | 1.3 | 67 | $2.0 \cdot 10^{6}$ | $3.5 \cdot 10^{7}$ |
| LUINC | $10^{-1}$ | 0.6 | - | $1.8 \cdot 10^{5}$ | - |
|  | $10^{-2}$ | 1.4 | - | $1.6 \cdot 10^{5}$ | - |
|  | $10^{-3}$ | 2.7 | - | $1.3 \cdot 10^{7}$ | - |
|  | $10^{-4}$ | 5.2 | 10 | 5.4.10 ${ }^{7}$ | 5.7.10 ${ }^{6}$ |
|  | $10^{-5}$ | 9.2 | 5 | $1.3 \cdot 10^{8}$ | $3.9 \cdot 10^{6}$ |
| ILUTP | $10^{-1}$ | 1.0 | - |  |  |
|  | $10^{-2}$ | 2.0 | - |  |  |
|  | $10^{-3}$ | 3.4 | 17 |  |  |
|  | $10^{-4}$ | 5.2 | 7 |  |  |
|  | $10^{-5}$ | 7.4 | 4 |  |  |

- GRENOBLE: for $\tau=0.1$ LUINC could only solve gre115, gre216a, gre343, gre512. But even for some of those the fill-in factor was already enormous ( e.g. 5.9 for gre216a, 7.7 for gre343, 11.3 for gre512). The same problem occurred for the other matrices that could only be solved for smaller $\tau$. All matrices could finally be solved with $\tau=10^{-5}$.
ILUSTAB solved all matrices except gre216b, gre1107 for $\tau=0.3$. The fill-in was slightly better (e.g. i.e. 3.8 for gre216a, 4.9 for gre343, 7.8 for gre512). gre1107 could be solved with $\tau=0.1$ but with a fill-in factor 7.4 . This was still better than LUINC, which needed $\tau=10^{-3}$ and produced a fill-in factor 23.0!
For $\tau=0.1$, ILUTP could solve gre115, gre185, gre216a. But even then the fill-in factor was sometimes large ( i.e. 7.0 for gre216a, 12.6 for gre512). The same problem
occurred for the other matrices that could only be solved for smaller $\tau$. For example gre 1107 could be solved with $\tau=10^{-3}$ and a fill-in factor 21.3 . All matrices could finally be solved with $\tau=10^{-5}$.
The problem with the fill-in also extremely affects the sparse $L U$ decomposition. For example gre1107 required a fill-in factor 44.1!
For those problems that could be solved by one of these methods the number of iteration steps was moderate.
- LNS: ILUSTAB solved them all for $\tau=0.3$. The fill-in was moderate ( 3.6 for $\operatorname{lns} 3937$ was already maximum) an so was the number of iteration steps (at most 29).
LUINC could not solve any of these matrices for $\tau=0.1,0.01$ but $\operatorname{lns} 511, \operatorname{lnsp} 511$, $\operatorname{lns} 3937$, $\operatorname{lnsp} 3937$ for $\tau=10^{-3}$. The biggest matrices required twice as much fill-in as ILUSTAB.
ILUTP could solve the two smallest matrices for $\tau=0.1$ and the medium size matrices for $\tau=10^{-3}$.
The two biggest matrices could only be solved for $\tau=10^{-5}$. For lns3937 see Table 6 . The results for $\operatorname{lnsp} 3937$ were quite similar.

Table 6: Matrix LNS/LNS3937

| Method / $\tau$ |  | fill-in <br> factor | $\begin{aligned} & \hline \text { \# it. } \\ & \text { steps } \end{aligned}$ | flops |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | dec. |  | solve |
| sparse LU |  |  | 46.1 | 1 | $2.9 \cdot 10^{8}$ | $4.9 \cdot 10^{6}$ |
| ILUSTAB | 0.3 | 3.6 | 28 | $2.3 \cdot 10^{7}$ | 1.4-10 ${ }^{7}$ |
|  | 0.1 | 4.9 | 16 | $4.1 \cdot 10^{7}$ | 7.7•10 ${ }^{6}$ |
| LUINC | $10^{-1}$ | 1.0 | - | $6.4 \cdot 10^{5}$ | - |
|  | $10^{-2}$ | 3.7 | - | $1.0 \cdot 10^{7}$ | - |
|  | $10^{-3}$ | 7.4 | 29 | $3.2 \cdot 10^{7}$ | $2.0 \cdot 10^{7}$ |
|  | $10^{-4}$ | 12.3 | 9 | $6.6 \cdot 10^{7}$ | 7.1.10 ${ }^{6}$ |
|  | $10^{-5}$ | 17.0 | 9 | $1.0 \cdot 10^{8}$ | 5.0.10 ${ }^{6}$ |
| ILUTP | $10^{-1}$ | 0.8 | - |  |  |
|  | $10^{-2}$ | 1.4 | - |  |  |
|  | $10^{-3}$ | 2.5 | - |  |  |
|  | $10^{-4}$ | 3.5 | - |  |  |
|  | $10^{-5}$ | 4.4 | - |  |  |

- NUCL: ILUSTAB could solve all matrices for $\tau=0.3$ but the fill-in was poor, e.g., 28.6 for nnc1374. The number of iteration steps was at most 28.

LUINC did not solve any of these matrices for $\tau=10^{-1}, \ldots, 10^{-5}$.
ILUTP could solve all the problem for $\tau=10^{-3}$ and a better fill-in factor than ILUSTAB (e.g. 6.6 for nnc1374 but 463 iteration steps).

Here the direct solver produced significantly less fill-in for nnc1374 (factor 14.6) than ILUSTAB.

- PORES: PORES1, PORES3 could be solved by ILUSTAB for $\tau=0.3$ and ILUTP for $\tau=0.1$. LUINC needed $\tau=0.01$ for PORES3. The number of iteration steps was small except for PORES3, $\tau=0.1$ and ILUTP which needed 248 steps, but for $\tau=0.01$ the number of steps were small while the fill-in was still below the fill-in of the original matrix. For matrix PORES2 see Table 7.

Table 7: Matrix PORES/PORES2

| Method / $\tau$ |  | fill-in <br> factor | $\begin{array}{r} \hline \text { \# it. } \\ \text { steps } \end{array}$ | flops |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | dec. |  | solve |
| sparse LU |  |  | 5.1 | 1 | $2.5 \cdot 10^{6}$ | 2.9.10 ${ }^{5}$ |
| ILUSTAB | 0.3 | 1.0 | 54 | $6.8 \cdot 10^{5}$ | $6.9 \cdot 10^{6}$ |
|  | 0.1 | 1.2 | 15 | $9.6 \cdot 10^{5}$ | $1.5 \cdot 10^{6}$ |
| LUINC | $10^{-1}$ | 0.5 | - | $4.4 \cdot 10^{4}$ | - |
|  | $10^{-2}$ | 0.6 | 113 | $6.0 \cdot 10^{4}$ | 1.4.10 ${ }^{7}$ |
|  | $10^{-3}$ | 1.1 | 26 | $1.6 \cdot 10^{5}$ | $3.1 \cdot 10^{6}$ |
|  | $10^{-4}$ | 1.8 | 9 | $4.1 \cdot 10^{5}$ | $8.3 \cdot 10^{5}$ |
|  | $10^{-5}$ | 2.4 | 5 | $6.7 \cdot 10^{5}$ | $4.7 \cdot 10^{5}$ |
| ILUTP | $10^{-1}$ | 0.4 | - |  |  |
|  | $10^{-2}$ | 0.8 | - |  |  |
|  | $10^{-3}$ | 1.7 | 30 |  |  |
|  | $10^{-4}$ | 3.2 | 13 |  |  |
|  | $10^{-5}$ | 4.6 | 9 |  |  |

- SAYLOR: SAYLR1/SAYLR3 were solved by ILUSTAB for $\tau=0.3$ and ILUTP for $\tau=0.1$. For SAYLR3, LUINC failed for all $\tau$. For SAYLR4 see Table 8.
- SHERMAN: ILUSTAB solved all the matrices for $\tau=0.3$, but for sherman3 it needed 138 iteration steps. For the other matrices the iteration count was less than half as much. The fill-in was less than twice as much as the initial fill. The number of iterations was much lower for $\tau=0.1$ but with more fill-in. LUINC could only solve sherman4, sherman5 for $\tau=0.1$ and it needed 123 iteration steps for sherman5. For $\tau=0.01$ it needed only a moderate number of iteration steps, but sherman1 still could not be solved for $\tau=10^{-2}$. ILUTP could solve all matrices but for sherman2 it needed $\tau=10^{-5}$ (see Table 9). For sherman4 and $\tau=0.1$ the number of iteration steps (449) was still big. This changed when using $\tau=0.01$.

Table 8: Matrix SAYLOR/SAYLR4

| Method / $\tau$ |  | fill-in <br> factor | $\begin{aligned} & \hline \text { \# it. } \\ & \text { steps } \\ & \hline \hline \end{aligned}$ | flops |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | dec. |  | solve |
| sparse LU |  |  | 14.7 | 1 | $3.7 \cdot 10^{7}$ | $1.5 \cdot 10^{6}$ |
| ILUSTAB | 0.3 | 2.6 | 44 | $1.6 \cdot 10^{7}$ | $1.8 \cdot 10^{7}$ |
|  | 0.1 | 3.1 | 15 | $2.0 \cdot 10^{7}$ | $5.2 \cdot 10^{6}$ |
| LUINC | $10^{-1}$ | 0.6 | - | $1.1 \cdot 10^{5}$ | - |
|  | $10^{-2}$ | 0.6 | - | $1.1 \cdot 10^{5}$ | - |
|  | $10^{-3}$ | 0.6 | - | $1.1 \cdot 10^{5}$ | - |
|  | $10^{-4}$ | 1.6 | 33 | 9.5.10 ${ }^{5}$ | $1.2 \cdot 10^{7}$ |
|  | $10^{-5}$ | 2.7 | 11 | $3.5 \cdot 10^{6}$ | $3.1 \cdot 10^{6}$ |
| ILUTP | $10^{-1}$ | 0.6 | 352 |  |  |
|  | $10^{-2}$ | 0.6 | 155 |  |  |
|  | $10^{-3}$ | 0.6 | 153 |  |  |
|  | $10^{-4}$ | 2.4 | 18 |  |  |
|  | $10^{-5}$ | 3.5 | 8 |  |  |

Table 9: Matrix SHERMAN/SHERMAN2

| Method / $\tau$ |  | fill-in <br> factor | $\begin{aligned} & \hline \text { \# it. } \\ & \text { steps } \end{aligned}$ | flops |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | dec. |  | solve |
| sparse LU |  |  | 14.0 | 1 | 8.1.10 ${ }^{7}$ | $1.4 \cdot 10^{6}$ |
| ILUSTAB | 0.3 | 0.4 | 30 | $1.6 \cdot 10^{6}$ | $4.4 \cdot 10^{6}$ |
|  | 0.1 | 0.6 | 14 | $2.6 \cdot 10^{6}$ | $1.7 \cdot 10^{6}$ |
| LUINC | $10^{-1}$ | 0.2 | - | $9.7 \cdot 10^{4}$ | - |
|  | $10^{-2}$ | 0.4 | 21 | $2.6 \cdot 10^{5}$ | $2.6 \cdot 10^{6}$ |
|  | $10^{-3}$ | 0.7 | 7 | $7.7 \cdot 10^{5}$ | 7.5.10 ${ }^{5}$ |
|  | $10^{-4}$ | 1.1 | 5 | $2.4 \cdot 10^{6}$ | $6.2 \cdot 10^{5}$ |
|  | $10^{-5}$ | 1.7 | 4 | $5.1 \cdot 10^{6}$ | $5.9 \cdot 10^{5}$ |
| ILUTP | $10^{-1}$ | 0.3 | - |  |  |
|  | $10^{-2}$ | 0.6 | - |  |  |
|  | $10^{-3}$ | 1.0 | - |  |  |
|  | $10^{-4}$ | 1.6 | - |  |  |
|  | $10^{-5}$ | 2.1 | 61 |  |  |

The numerical examples have illustrated the robustness of taking the growth of the inverse triangular factors into account when computing an incomplete $L U$ decomposition. Of course ILUSTAB is neither always the most efficient nor always the fastest (with respect to the flops ) nor always the $I L U$ with the smallest amount of fill-in. But in many cases it is a pretty good compromise between standard incomplete $L U$ decompositions and the full sparse $L U$ decomposition. In many examples it is not necessary to use a trial-anderror strategy for choosing the drop tolerance. The drop tolerance is automatically adapted with respect to the growth of the inverse factors. In several cases where a direct solver is superior to iterative method (cf.Table 2), 3, 4 with respect to the number of flops, the fill-in for ILUSTAB is still moderate and often even less less than that for LUINC, ILUTP. Conversely on some problems which cause trouble to direct solvers (cf. Table 5) ILUSTAB gains from its sparsity and being used as iterative solver.

The drawback of this algorithm is of course that it is more comparable with sparse direct solvers because it requires explicit knowledge of the Schur-complement. Clearly there are several problems where standard incomplete $L U$ decompositions used as preconditioners give powerful iterative solvers. In these cases apparently ILUSTAB will be slower because one has a certain time consuming overhead for computing and administrating the approximate Schur-complement.

## 5 Conclusions

A version of an incomplete $L U$ decomposition has been presented that performs dropping with respect to the growth of the inverses of the triangular factors. We have illustrated that the resulting preconditioner is very robust. Often one can avoid adapting the parameters to a specific matrix and still get a preconditioner that is computed in a sensible time with moderate fill-in. For many examples this has turned out to be a good compromise between sparse direct solvers and standard incomplete $L U$ decompositions. Since this preconditioner shares several properties with sparse direct solvers, an implementation based on modified direct solvers seems to be reasonable. Currently codes from direct solvers like the Harwell-Subroutine-Library are under investigation to build this kind of preconditioner. Real-time results for bigger problems will be presented in a forthcoming paper.
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