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# MULTISCALE PRECONDITIONING FOR THE COUPLING OF FEM-BEM 

HELMUT HARBRECHT, FREDDY PAIVA, CRISTIAN PÉREZ, AND REINHOLD SCHNEIDER


#### Abstract

We apply multiscale methods to the coupling of finite and boundary element methods to solve an exterior two dimensional Laplacian. The matrices belonging to the boundary terms of the coupled FEM-BEM system are compressed using biorthogonal wavelet bases developed from A. Cohen, I. Daubechies and J.-C. Feauveau [5]. We describe different solving and preconditioning techniques. Through numerical experiments we provide results which corroborate the theory of [19] and the present paper.


AMS subject classification: 65F35, 65M55, 65M60, 65N30, 65N55, 65R20.

## Introduction

During the past decade the coupling of finite element methods (FEM) with boundary element methods (BEM) has been developed to combine the advantages of both methods, mentioning only $[4,6,12,19]$. Due to the large complexity of the boundary element part, an application of modern fast methods for integral equations, like Fast Multipole Method [14], Panel Clustering [17] or wavelet approaches [1, 7, 9, 25, 23] seems to be highly attractive. However, a rigorous investigation of these methods in conjunction with FEM-BEM coupling was missing. In [19] we have studied the corresponding wavelet matrix compression for two dimensional boundary value problems. In particular, the boundary integral equation can be formulated on an artificial interface $\Gamma$. Even if a circle or a sphere is not preferable, the geometry of this interface can be chosen fairly simple. By such a choice the wavelet approaches on $\Gamma$ become much more efficient. The questions of solving the compressed linear system has been defered to the present paper. Herein, we will focus mainly practical issues, like preconditioning and practical implementation.

The present approach is set up as follows. First, the exterior Dirichlet boundary problem is reduced to an equivalent one in a bounded domain using the so-called two integral formulation of the coupling $[6,12,18]$. A smooth parameterization of the artificial boundary $\Gamma$ is used to simplify the analysis and numerical solution of the discrete Galerkin scheme [19, 22]. More precisely, the normal derivative on the boundary is substituted by a new unknown on the interval $[0,1]$. The finite elements on the domain are supposed
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to be piecewise linear and continuous. Consequently their traces are also piecewise linear on the interval $[0,1]$ with respect to the same parameterization as above. In the focused case it is sufficient to discretize the new unknown on the interval by piecewise constant functions. This suggests the use of piecewise linear and piecewise constant biorthogonal wavelet bases with sufficiently many vanishing moments as introduced in [5]. Then, the wavelet matrix compression strategy proposed in [19] is performed on the BEM matrices. It is worth remarking that this procedure can be efficiently implemented, and without loss of stability and accuracy [19] of the Galerkin scheme. We confirm this by the given numerical results. These results also demonstrate, compared to the traditional boundary element approach, a dramatical saving of the required memory and computing time.

Since in general, the corresponding linear system is difficult to solve due to its complicated structure and ill-conditioning, we study several preconditioning techniques. The constructed triangulation is suitable to precondition the matrix arising from the FEM discretization by the BPX preconditioner [3]. Moreover, for operators of nonzero order, a simple diagonal preconditioner for the BEM matrices discretized in wavelet bases is available $[10,25]$. We apply these results combined with the discrete wavelet transform to construct, similar to [20, 21], a global 3-block-preconditioner avoiding above mentioned illconditioning. We use Krylov subspace methods, namely GMRES [24] and MINRES [23], as iterative solvers for the preconditioned nonsymmetric system and its symmetric counterpart, respectively. Alternatively, we apply Bramble-Pasciack's CG [2], where a new bilinear form enables the application of the CG algorithm. We show that these methods have almost optimal complexity and in combination with nested iterations we achieve optimal complexity [15].

The paper is organized as follows. In section 1, we introduce the model problem and transform it via the two integral formulation into an equivalent variational formulation. Then, the discretization of the variational formulation is described. In section 2 we briefly recall the biorthogonal wavelet approximation for the coupling proposed in [19]. Here, aspects of the computational implementation of our method are described: We show that the change of bases in each iteration step for the unknown on the interval is not required, and that, similar to the classical approach, we have to compute only two BEM matrices, now with respect to wavelet bases. In Section 3, we propose preconditioning techniques for the resulting linear equation system. In Section 4, through numerical experiments, we explore the biorthogonal wavelet approximation for the coupling of FEM-BEM. We demonstrate that the accuracy of the Galerkin scheme has not been deteriorated by the compression strategy. The different solving and preconditioning techniques are discussed and, moreover, a nested iteration algorithm is performed. Finally, in Section 5, we state concluding remarks.


Figure 1.1. The model problem.

Throughout this paper $a \lesssim b$ expresses that $a$ can be bounded by some constant multiple of $b$ uniformly in any parameters on which $a$ and $b$ may depend. Likewise $a \sim b$ means that $a \lesssim b$ and $a \gtrsim b$.

## 1. The Coupling of FEM-BEM

In this section we introduce the given exterior boundary value problem and transform it via the two integral formulation, cf. [6, 12, 18], into an equivalent variational formulation, for which we show uniqueness and existence of the solution. The subsequent discretization is described in the last subsection yielding a Galerkin scheme without further restrictions.
1.1. The model problem. We consider as model problem an exterior Dirichlet problem for the Laplacian in the plane. Let $\Omega_{0} \in \mathbb{R}^{2}$ be a bounded and simply connected domain with Lipschitz boundary $\Gamma_{0}$. Then, for a given compactly supported function $f \in L^{2}\left(\mathbb{R}^{2} \backslash\right.$ $\Omega_{0}$ ) we seek $u$ such that

$$
\begin{align*}
-\Delta u & =f & & \text { in } \mathbb{R}^{2} \backslash \Omega_{0}, \\
u & =0 & & \text { on } \Gamma_{0},  \tag{1.1}\\
u(x) & =\mathcal{O}(1) & & \text { as }|x| \rightarrow \infty .
\end{align*}
$$

According to the hypothesis on $f$ we choose a smooth bounded second domain $\Omega_{1}$ containing $\bar{\Omega}_{0}$ and $\operatorname{supp} f$. Its boundary $\Gamma:=\partial \Omega_{1}$ divides $\mathbb{R}^{2} \backslash \bar{\Omega}_{0}$ into an annular region $\Omega$ (bounded by $\Gamma_{0}$ and $\Gamma$ ) and an unbounded exterior domain $\Omega_{+}:=\mathbb{R}^{2} \backslash \bar{\Omega}_{1}$, as shown in Figure 1.1.

With this setup, (1.1) can be split in a coupled interior and exterior boundary value problem

$$
\begin{align*}
-\Delta u & =f & & \text { in } \Omega, \\
u & =0 & & \text { on } \Gamma_{0}, \\
\Delta u & =0 & & \text { in } \Omega_{+}, \\
u(x) & =\mathcal{O}(1) & & \text { as }|x| \rightarrow \infty,  \tag{1.2}\\
\lim _{\substack{x \rightarrow x_{0} \\
x \in \Omega}} u(x) & =\lim _{\substack{x \rightarrow x_{0} \\
x \in \Omega_{+}}} u(x) & & \text { for all } x_{0} \in \Gamma, \\
\lim _{\substack{x \rightarrow x_{0} \\
x \in \Omega}} \frac{\partial u}{\partial \nu}(x) & =\lim _{\substack{x \rightarrow x_{0} \\
x \in \Omega_{+}}} \frac{\partial u}{\partial \nu}(x) & & \text { for all } x_{0} \in \Gamma .
\end{align*}
$$

We introduce the single layer operator $\mathcal{V}$, the double layer operator $\mathcal{K}$, its adjoint $\mathcal{K}^{\star}$ and the hypersingular operator $\mathcal{W}$ defined by

$$
\begin{aligned}
(\mathcal{V} u)(x) & :=\int_{\Gamma} E(x, y) v(y) d s_{y}, \\
(\mathcal{K} u)(x) & :=\int_{\Gamma} \frac{\partial}{\partial \nu_{y}} E(x, y) v(y) d s_{y}, \\
\left(\mathcal{K}^{\star} u\right)(x) & :=\int_{\Gamma} \frac{\partial}{\partial \nu_{x}} E(x, y) v(y) d s_{y}, \\
(\mathcal{W} u)(x) & :=-\frac{\partial}{\partial \nu_{x}} \int_{\Gamma} \frac{\partial}{\partial \nu_{y}} E(x, y) v(y) d s_{y},
\end{aligned}
$$

where the fundamental solution $E(x, y)$ is given by

$$
\begin{equation*}
E(x, y)=-\frac{1}{2 \pi} \log |x-y| \tag{1.3}
\end{equation*}
$$

If we denote by $L^{2}(\Gamma)$ the function space of all squared integrable functions on $\Gamma$ with respect to the canonical inner product

$$
(u, v)_{L^{2}(\Gamma)}=\int_{\Gamma} u(x) v(x) d s_{x}
$$

and by $H^{s}(\Gamma)(s \in \mathbb{R})$ the corresponding Sobolev spaces, then, in this context, $\mathcal{V}$ defines an operator of order -1

$$
\mathcal{V}: H^{-1 / 2}(\Gamma) \rightarrow H^{1 / 2}(\Gamma)
$$

$\mathcal{K}, \mathcal{K}^{\star}$ are zero order operators

$$
\mathcal{K}: H^{1 / 2}(\Gamma) \rightarrow H^{1 / 2}(\Gamma), \quad \mathcal{K}^{\star}: H^{-1 / 2}(\Gamma) \rightarrow H^{-1 / 2}(\Gamma)
$$

and $\mathcal{W}$ is an operator of order +1

$$
\mathcal{W}: H^{1 / 2}(\Gamma) \rightarrow H^{-1 / 2}(\Gamma)
$$

Finally, introducing the variables $\sigma:=\frac{\partial u}{\partial \nu}$ and $c:=\lim _{|x| \rightarrow \infty} u$ the coupled system (1.2) lead us to the following nonlocal boundary value problem:

Find $(u, \sigma, c)$ such that

$$
\begin{align*}
-\triangle u & =f & & \text { in } \Omega \\
u & =0 & & \text { on } \Gamma_{0} \\
\left(\frac{1}{2}-\mathcal{K}\right) u+\mathcal{V} \sigma-c & =0 & & \text { on } \Gamma  \tag{1.4}\\
-\mathcal{W} u+\left(\frac{1}{2}-\mathcal{K}\right) \sigma & =\sigma & & \text { on } \Gamma \\
\int_{\Gamma} \sigma(x) d s_{x} & =0 . & &
\end{align*}
$$

This system is the so-called two integral formulation, which is equivalent to our original model problem (1.1), see for example [6, 12, 18].
1.2. The variational formulation. The smooth boundary $\Gamma$ can be parameterized by a 1-periodic function $\gamma:[0,1] \rightarrow \Gamma$ such that for all $t \in[0,1]$ there holds

$$
\begin{equation*}
\alpha(t):=\left|\gamma^{\prime}(t)\right|>0 \tag{1.5}
\end{equation*}
$$

In addition to the spaces $L^{2}(\Gamma)$ and $H^{s}(\Gamma)$ we introduce the (1-periodic) spaces $L^{2}(0,1)$ and $H^{s}(0,1)$, respectively. Precisely, let $L^{2}(0,1)$ be the space of all 1-periodic squared integrable functions. Its inner product is denoted by

$$
\begin{equation*}
\langle v, w\rangle=\int_{0}^{1} v(t) w(t) d t \tag{1.6}
\end{equation*}
$$

Then, for any real number $s$ the 1-periodic Sobolev space $H^{s}(0,1)$ is defined as the closure with respect to the norm

$$
\|v\|_{H^{s}(0,1)}^{2}=\sum_{n \in \mathbb{Z}}(1+|n|)^{2 s}|\hat{v}(n)|^{2}
$$

of the space of all 1-periodic $C^{\infty}$-functions. Here, $\hat{v}(n)$ indicate the Fourier coefficients

$$
\hat{v}(n)=\int_{0}^{1} e^{-2 \pi i n s} v d s, \quad n \in \mathbb{Z}
$$

Then, clearly, since (1.5) is provided, there holds for $v \in H^{s}(\Gamma)$ the norm equivalence

$$
\begin{equation*}
\|v \circ \gamma\|_{H^{s}(0,1)} \sim\|v\|_{H^{s}(\Gamma)} \tag{1.7}
\end{equation*}
$$

Next, we introduce product spaces $M:=H^{1 / 2}(0,1) \times H^{-1 / 2}(0,1)$ and $N:=H^{-1 / 2}(0,1) \times \mathbb{R}$ equipped by the product norms

$$
\begin{aligned}
\|(v, w)\|_{M}^{2}:=\|v\|_{H^{1 / 2}(0,1)}^{2}+\|w\|_{H^{-1 / 2}(0,1)}^{2} & \forall(v, w) \in M \\
\|(v, w)\|_{N}^{2}:=\|v\|_{H^{-1 / 2}(0,1)}^{2}+|w|^{2} & \forall(v, w) \in N
\end{aligned}
$$

Further, let $a: H^{1}(\Omega) \times H^{1}(\Omega) \rightarrow \mathbb{R}, B: M \times M \rightarrow \mathbb{R}$ and $b: N \times N \rightarrow \mathbb{R}$ be bilinear forms defined by

$$
\begin{align*}
a(u, v) & =\int_{\Omega} \nabla u \nabla v d x \\
B((\mu, \lambda),(\omega, \delta)) & =\langle\omega, W \mu\rangle-\left\langle\left(\frac{1}{2}-K\right) \omega, \lambda\right\rangle+\left\langle\left(\frac{1}{2}-K\right) \mu, \delta\right\rangle+\langle V \lambda, \delta\rangle  \tag{1.8}\\
b((\lambda, c),(\delta, d)) & =\langle d, \lambda\rangle-\langle c, \delta\rangle
\end{align*}
$$

where the integral operators $V: H^{-1 / 2}(0,1) \rightarrow H^{1 / 2}(0,1), K: H^{1 / 2}(0,1) \rightarrow H^{1 / 2}(0,1)$ and $W: H^{1 / 2}(0,1) \rightarrow H^{-1 / 2}(0,1)$ are given by

$$
\begin{aligned}
(V u)(s) & :=\int_{0}^{1} E(\gamma(s), \gamma(t)) u(t) d t \\
(K u)(s) & :=\int_{0}^{1} \frac{\partial}{\partial \nu_{y}} E(\gamma(s), \gamma(t)) u(t) \alpha(t) d t \\
(W u)(s) & :=-\frac{\partial}{\partial \nu_{x}} \int_{0}^{1} \frac{\partial}{\partial \nu_{y}} E(\gamma(s), \gamma(t)) u(t) \alpha(s) \alpha(t) d t
\end{aligned}
$$

with $E(\cdot, \cdot)$ from (1.3). We set $H:=H^{1}(\Omega) \times H^{-1 / 2}(\Gamma) \times \mathbb{R}$ and define a bilinear form $A: H \times H \rightarrow \mathbb{R}$ by

$$
\begin{align*}
A((u, \sigma, c),(v, \rho, d)) & :=a(u, v)+B((u \circ \gamma,(\sigma \circ \gamma) \alpha),(v \circ \gamma,(\rho \circ \gamma) \alpha)) \\
& +b(((\sigma \circ \gamma) \alpha, c),((\rho \circ \gamma) \alpha, d)) \tag{1.9}
\end{align*}
$$

Introducing the linear functional $F: H \rightarrow \mathbb{R}$,

$$
F(v, \rho, d)=\int_{\Omega} f v d x
$$

one readily verifies that the variational formulation of (1.4) is given by:
Seek $(u, \sigma, c) \in H$ such that

$$
\begin{equation*}
A((u, \sigma, c),(v, \rho, d))=F(v, \rho, d) \tag{1.10}
\end{equation*}
$$

for all $(v, \rho, d) \in H$.
Existence and uniqueness of the solution of this variational formulation is shown by the following lemma.

Lemma 1.1. Under the assumption that $\Gamma$ has a conformal radius $<1$, the variational formulation (1.10) has a unique solution $(u, \sigma, c) \in H$ for all $F \in H^{\prime}$.

Proof. 1. $A: H \times H \rightarrow \mathbb{R}$ is continuous: It is well known that the bilinear form $a:$ $H^{1}(\Omega) \times H^{1}(\Omega) \rightarrow \mathbb{R}$ is continuous

$$
a(u, v)=\int_{\Omega} \nabla u \nabla v d x \lesssim\|u\|_{H^{1}(\Omega)}\|v\|_{H^{1}(\Omega)}
$$

Moreover, since the operators $V, W$ and $K$ are continuous [16], one has

$$
B((\mu, \lambda),(\omega, \delta)) \lesssim\|(\mu, \lambda)\|_{M}\|(\omega, \delta)\|_{M}
$$

Next, involving Hölder's inequality, for $b: N \times N \rightarrow \mathbb{R}$ there holds

$$
\begin{aligned}
|b((\lambda, c),(\delta, d))| & =|\langle d, \lambda\rangle-\langle c, \delta\rangle| \\
& \leq|d|\|\lambda\|_{H^{-1 / 2}(0,1)}+|c|\|\delta\|_{H^{-1 / 2}(0,1)} \\
& \leq\|(\lambda, c)\|_{N}\|(\delta, d)\|_{N}
\end{aligned}
$$

Setting

$$
\begin{equation*}
\mu:=u \circ \gamma, \quad \omega:=v \circ \gamma, \quad \lambda:=(\sigma \circ \gamma) \alpha, \quad \delta:=(\rho \circ \gamma) \alpha \tag{1.11}
\end{equation*}
$$

observing (1.7) and by the trace theorem

$$
\begin{aligned}
\|\mu\|_{H^{1 / 2}(0,1)} & =\|u \circ \gamma\|_{H^{1 / 2}(0,1)} \lesssim\|u\|_{H^{1}(\Omega)} \\
\|\omega\|_{H^{1 / 2}(0,1)} & =\|v \circ \gamma\|_{H^{1 / 2}(0,1)} \lesssim\|v\|_{H^{1}(\Omega)}
\end{aligned}
$$

one has proved the continuity of $A: H \times H \rightarrow \mathbb{R}$

$$
A((u, \sigma, c),(v, \rho, d)) \lesssim\|(u, \sigma, c)\|_{H}\|(v, \rho, d)\|_{H}
$$

2. $A: H \times H \rightarrow \mathbb{R}$ is $H$-coercive: The bilinear form $a: H^{1}(\Omega) \times H^{1}(\Omega) \rightarrow \mathbb{R}$ is elliptic

$$
a(u, u)=\int_{\Omega} \nabla u \nabla u d x \gtrsim\|u\|_{H^{1}(\Omega)}^{2}
$$

Moreover, we find

$$
\begin{aligned}
B((\mu, \lambda),(\mu, \lambda)) & =\langle\mu, W \mu\rangle-\left\langle\left(\frac{1}{2}-K\right) \mu, \lambda\right\rangle+\left\langle\left(\frac{1}{2}-K\right) \mu, \lambda\right\rangle+\langle V \lambda, \lambda\rangle \\
& =\langle\mu, W \mu\rangle+\langle V \lambda, \lambda\rangle
\end{aligned}
$$

If $\Gamma$ has a conformal radius $<1$, the single layer potential $V: H^{-1 / 2}(0,1) \rightarrow$ $H^{1 / 2}(0,1)$ is a symmetric, positive definite operator [16], hence,

$$
\langle V \lambda, \lambda\rangle \gtrsim\|\lambda\|_{H^{-1 / 2}(0,1)}^{2}
$$

Besides, the hypersingular operator $W: H^{1 / 2}(0,1) \rightarrow H^{-1 / 2}(0,1)$ is symmetric and positive semidefinite [16]

$$
\|\langle W \mu, \mu\rangle\|_{H^{-1 / 2}(0,1)}^{2} \geq 0
$$

Combining both yields

$$
B((\mu, \lambda),(\mu, \lambda)) \gtrsim\|\lambda\|_{H^{-1 / 2}(0,1)}^{2}
$$

For the bilinear form $b: N \times N \rightarrow \mathbb{R}$ we obtain

$$
b((\lambda, c),(\lambda, c))=-\langle c, \lambda\rangle+\langle c, \lambda\rangle=0
$$

Summerized one gets with the settings (1.11)

$$
\left.|A((u, \sigma, c),(u, \sigma, c))+k| c\right|^{2} \mid \gtrsim\|(u, \sigma, c)\|_{H}^{2}, \quad k>0
$$

which signifies the $H$-coercivity. Note, for the latter step we again employed the norm equivalence (1.7).
3. $A: H \times H \rightarrow \mathbb{R}$ is injective: Let be $\left(u_{1}, \sigma_{1}, c_{1}\right),\left(u_{2}, \sigma_{2}, c_{2}\right) \in H$ arbitrarily but fixed and assume

$$
A\left(\left(u_{1}-u_{2}, \sigma_{1}-\sigma_{2}, c_{1}-c_{2}\right),(v, \rho, d)\right)=0 \quad \forall(v, \rho, d) \in H
$$

Since it holds

$$
\begin{aligned}
A\left(\left(u_{1}-u_{2}, \sigma_{1}-\sigma_{2}, c_{1}-\right.\right. & \left.c_{2}\right),\left(u_{1}-u_{2}, \sigma_{1}-\sigma_{2}, c_{1}-c_{2}\right) \\
& \gtrsim\left\|u_{1}-u_{2}\right\|_{H^{1}(\Omega)}^{2}+\left\|\sigma_{1}-\sigma_{2}\right\|_{H^{-1 / 2}(\Gamma)}^{2}
\end{aligned}
$$

we find $u_{1}=u_{2}$ and $\sigma_{1}=\sigma_{2}$. Next, testing with $(1,1,1) \in H$ yields

$$
A\left(\left(u_{1}-u_{2}, \sigma_{1}-\sigma_{2}, c_{1}-c_{2}\right),(1,1,1)\right)=c_{1}-c_{2}
$$

i.e., $c 1=c 2$. Therefore, $A$ is injective.
4. According to items 1,2 and 3 the bilinear form $A: H \times H \rightarrow \mathbb{R}$ is continuous, $H$ coercive and injective. Hence, one concludes existence and uniqueness of the solution by the Riesz-Schauder theory.
1.3. The Galerkin Scheme. In [19] a regular triangular mesh with curved triangles along $\Gamma$ was proposed as triangulation of the annular domain $\Omega$. Since we need for the application of the BPX preconditioner a sequence of nested spaces, we employ the initial triangulation as a parameterization of $\Omega$. The refinement step is then obtained from subdividing the reference triangle which leads to a sequence of nested spaces on $\Omega$, cf. [22]. More precisely, let $0=t_{0}^{(0)}<t_{1}^{(0)}<\ldots<t_{N_{0}^{\Gamma}}^{(0)}=1, N_{0}^{\Gamma} \in \mathbb{N}$, be a uniform partition of $[0,1]$ with $t_{i}^{(0)}-t_{i-1}^{(0)}=h_{0}:=1 / N_{0}^{\Gamma}, i=1, \ldots, N_{0}^{\Gamma}$. We denote by $\Omega_{h_{0}}$ the polygonal annular domain whose vertices on $\Gamma$ are $\gamma\left(t_{0}^{(0)}\right), \gamma\left(t_{1}^{(0)}\right), \ldots, \gamma\left(t_{N_{0}^{\Gamma}-1}^{(0)}\right)$. Let $\tau_{0}$ be a regular triangulation of $\bar{\Omega}_{h_{0}}$ by triangles of diameter satisfying diam $T_{i} \leq h_{0} \sup _{t \in[0,1]} \alpha(t)$ for all $T_{i} \in \tau_{0}$. If $\widehat{T}=\triangle((0,0),(1,0),(0,1))$ denotes the reference triangle there exist $\left|\tau_{0}\right|$ affine mappings $F_{i}$ with $F_{i}(\widehat{T})=T_{i}$. Now, each triangle $T_{i} \in \tau_{0}$ with two vertices on $\Gamma$ is replaced by the corresponding curved triangle. Without loss of generality we may suppose that the vertices $p_{0}, p_{1}, p_{2}$ of a curved triangle $T_{i}$ satisfy $p_{1}=\gamma\left(t_{i^{\prime}}^{(0)}\right), p_{2}=\gamma\left(t_{i^{\prime}+1}^{(0)}\right)$, respectively. Then, a $C^{\infty}$-mapping $\widetilde{F}_{i}$ with $\widetilde{F}_{i}(\widehat{T})=T_{i}$ is given by

$$
\widetilde{F}_{i}=F_{i}+G_{i}
$$

with

$$
G_{i}(\widehat{x})=\frac{\widehat{x}_{1}}{1-\widehat{x}_{2}}\left[\gamma\left(\left(1-\widehat{x}_{2}\right) t_{i^{\prime}}^{(0)}+\widehat{x}_{2} t_{i^{\prime}+1}^{(0)}\right)-\left(1-\widehat{x}_{2}\right) \gamma\left(t_{i^{\prime}}^{(0)}\right)-\widehat{x}_{2} \gamma\left(t_{i^{\prime}+1}^{(0)}\right)\right]
$$

see [26] for further details. We will indicate this initial triangulation with noncurved and curved triangles by $\widetilde{\tau}_{0}$. Subdividing in the usual way the reference triangle $\widehat{T}$ in $4,16,64, \ldots$
triangles yields a sequence of meshes

$$
\widetilde{\tau}_{0} \subset \widetilde{\tau}_{1} \subset \widetilde{\tau}_{2} \subset \ldots
$$

with step width $\operatorname{diam} T_{i} \leq h_{j} \sup _{t \in[0,1]} \alpha(t)$ for all $T_{i} \in \widetilde{\tau}_{j}$, where $h_{j}=2^{-j} h_{0}$, cf. FIGURE 1.2.


Figure 1.2. The initial triangulation $\widetilde{\tau}_{0}$ and the triangulation $\widetilde{\tau}_{3}$ obtained after three refinement steps.

The finite element spaces on these meshes are considered to be piecewise linear and continuous. The Ansatz and test functions on the given meshes are assumed to be Lagrange tent functions, which are equal 1 in one knot and equal 0 in all others knots. Supposing $N_{j}^{\Omega}$ degrees of freedom on the mesh $\widetilde{\tau}_{j}$ these functions will be called by

$$
\phi_{j, k}^{\Omega}(x), \quad x \in \Omega, \quad k=\triangle_{j}^{\Omega}:=\left\{0,1, \ldots, N_{j}^{\Omega}-1\right\}
$$

Denoting the space on $\widetilde{\tau}_{j}$ by

$$
V_{j}^{\Omega}=\operatorname{span}\left\{\phi_{j, k}^{\Omega}: k \in \triangle_{j}^{\Omega}\right\} \subset H^{1}(\Omega)
$$

we obtain

$$
V_{0}^{\Omega} \subset V_{1}^{\Omega} \subset V_{2}^{\Omega} \subset \ldots
$$

The above introduced refinement strategy leads in the $i$-th step to an equidistant partition $0=t_{0}^{(j)}<t_{1}^{(j)}<\ldots<t_{N_{j}^{\Gamma}}^{(j)}=1$ of $[0,1]$ with $N_{j}^{\Gamma}=2^{j} N_{0}^{\Gamma}$. Therefore, if we discretize the space $H^{-1 / 2}(0,1)$ by piecewise constant Ansatz functions on the given partition

$$
\phi_{j, k}^{\Gamma}(t)=\chi_{\left[t_{k}^{(j)}, t_{k+1}^{(j)}\right]}, \quad t \in[0,1], \quad k \in \triangle_{j}^{\Gamma}:=\left\{0,1, \ldots, N_{j}^{\Gamma}-1\right\}
$$

this again yields a nested sequence

$$
V_{0}^{\Gamma} \subset V_{1}^{\Gamma} \subset V_{2}^{\Gamma} \subset \ldots
$$

of subspaces $V_{j}^{\Gamma}:=\operatorname{span}\left\{\phi_{i, k}^{\Gamma}: k \in \triangle_{j}^{\Gamma}\right\} \subset H^{-1 / 2}(0,1)$.
In order to simplify our Galerkin scheme we do not approximate in (1.10) the unknown $\sigma \in H^{-1 / 2}(\Gamma)$ but $\lambda:=(\sigma \circ \gamma) \alpha \in H^{-1 / 2}(0,1)$, see [19] for details. Then, from the
definitions of the bilinear forms (1.8), setting

$$
\begin{array}{ll}
\mathbf{A}=\left[\int_{\Omega} \nabla \phi_{j, k}^{\Omega} \nabla \phi_{j, k^{\prime}}^{\Omega} d x\right]_{k, k^{\prime} \in \triangle_{j}^{\Omega}}, & \mathbf{W}=\left[\left\langle W\left(\phi_{j, k^{\prime}}^{\Omega} \circ \gamma\right), \phi_{j, k}^{\Omega} \circ \gamma\right\rangle\right]_{k, k^{\prime} \in \triangle_{j}^{\Omega}}, \\
\mathbf{B}=\left[\left\langle\phi_{j, k^{\prime}}^{\Omega} \circ \gamma, \phi_{j, k}^{\Gamma}\right\rangle\right]_{k \in \Delta_{j}^{\Gamma}, k^{\prime} \in \triangle_{j}^{\Omega}}, & \mathbf{K}=\left[\left\langle K\left(\phi_{j, k^{\prime}}^{\Omega} \circ \gamma\right), \phi_{j, k}^{\Gamma}\right\rangle\right]_{k \in \triangle_{j}^{\Gamma}, k^{\prime} \in \Delta_{j}^{\Omega}},  \tag{1.12}\\
\mathbf{M}=\left[\left\langle\phi_{j, k^{\prime}}^{\Gamma}, 1\right\rangle\right]_{k^{\prime} \in \triangle_{j}^{\Gamma}}, & \mathbf{V}=\left[\left\langle\left\langle\phi_{k^{\prime}, l}^{\Gamma}, \phi_{j, k}^{\Gamma}\right\rangle\right]_{k, k^{\prime} \in \Delta_{j}^{\Gamma}},\right.
\end{array}
$$

we obtain the following linear equation system

$$
\left[\begin{array}{ccc}
\mathbf{A}+\mathbf{W} & \mathbf{K}^{T}-\mathbf{B}^{T} & \mathbf{0}  \tag{1.13}\\
\mathbf{B}-\mathbf{K} & \mathbf{V} & -\mathbf{M}^{T} \\
\mathbf{0} & \mathbf{M} & 0
\end{array}\right]\left[\begin{array}{c}
\mathbf{u} \\
\boldsymbol{\lambda} \\
c
\end{array}\right]=\left[\begin{array}{l}
\mathbf{f} \\
\mathbf{0} \\
0
\end{array}\right]
$$

## 2. Wavelet Approximation for the Coupling

By the constructed triangulation the boundary $\Gamma$ is partitioned in the $j$-th step via an equidistant partition $0=t_{0}^{(j)}<t_{1}^{(j)}<\ldots<t_{N_{j}^{\Gamma}}^{(j)}=1$ of the interval [0,1], where the step width $h_{j}$ satisfies $h_{j}=2^{-j} h_{0}$. On this partition the unknowns are discretized via (periodic) piecewise constant and linear functions, respectively. Instead of using these single-scale bases we want to apply wavelets with vanishing moments (more precisely: biorthogonal wavelet bases) yielding numerically sparse system matrices, cf. [25, 19]. For sake of simplicity in representation, we skip the given numbering and the suffices $\Gamma$ and $\Omega$, assuming an equidistant partition with $t_{k}^{(j)}=2^{-j} k$.
The outline is as follows. We first introduce biorthogonal wavelet bases on $\mathbb{R}$, obtaining then the wavelet bases on the interval [0,1] by periodization. According to [19] we give in the third subsection a briefly recall to the compression strategy of the matrices arising from the BEM. The last two subsections are dedicated to the realization of the wavelet Galerkin scheme for the coupling.
2.1. Biorthogonal Multiresolution on $\mathbb{R}$. On $\mathbb{R}$ piecewise polynomial functions of degree $d-1$ can be defined as follows. Denoting by $\left[x_{0}, \ldots, x_{d}\right] f$ the $d$-th order divided difference at the points $x_{0}, \ldots, x_{d} \in \mathbb{R}$ (see e.g. [11]) the (centered) cardinal B-spline of order $d$ is given by

$$
\phi^{(d)}(x)=d[0,1, \ldots, d]\left(\cdot-x-\left\lfloor\frac{d}{2}\right\rfloor\right)_{+}^{d-1} .
$$

where $x_{+}^{l}:=(\max \{0, x\})^{l}$ and $\lfloor x\rfloor(\lceil x\rceil)$ is the largest (smallest) integer less (greater) than or equal to $x$. This scaling function $\phi^{(d)}$ is normalized

$$
\left\|\phi^{(d)}\right\|_{L^{1}(\mathbb{R})}=1,
$$

compactly supported

$$
\operatorname{diam}\left(\operatorname{supp} \phi^{(d)}\right) \sim 1
$$

and refinable

$$
\phi^{(d)}(x)=\frac{1}{\sqrt{2}} \sum_{k \in \mathbb{Z}} a_{k} \phi^{(d)}(2 x-k)
$$

with mask coefficients

$$
a_{k}= \begin{cases}2^{1-d}\binom{d}{k}, & -\left\lfloor\frac{d}{2}\right\rfloor \leq k \leq\left\lceil\frac{d}{2}\right\rceil  \tag{2.14}\\ 0, & \text { elsewhere }\end{cases}
$$

Introducing for $j, k \in \mathbb{Z}$ translates and dilates of the scaling function $\phi_{j, k}^{(d)}:=2^{-j / 2} \phi^{(d)}\left(2^{j}\right.$. $-k$ ), the sets $\Phi_{j}^{(d)}:=\left\{\phi_{j, k}^{(d)}: k \in \mathbb{Z}\right\}$ generate a sequence of spaces $V_{j}:=\cos _{L^{2}}\left(\operatorname{span} \Phi_{j}^{(d)}\right)$, which is nested

$$
\ldots \subset V_{j} \subset V_{j+1} \subset \ldots
$$

and dense in $L^{2}(\mathbb{R})$

$$
\operatorname{clos}_{L^{2}}\left(\bigcup_{j \in \mathbb{Z}} V_{j}\right)=L^{2}(\mathbb{R}), \quad \bigcap_{j \in \mathbb{Z}} V_{j}=\{0\} .
$$

Since the basis functions are piecewise polynomials, the spaces $V_{j}$ are exact of order $d$, i.e., we find for a given $0 \leq r<d$ some $x_{k}=x_{k}(j, r) \in \mathbb{R}$ with

$$
x^{r}=\sum_{k \in \mathbb{Z}} x_{k} \phi_{j, k}^{(d)} .
$$

Furthermore, $\Phi_{j}^{(d)}$ forms a stable basis in $V_{j}$

$$
\left\|\Phi_{j}^{(d)} \mathbf{c}\right\|_{L^{2}(\mathbb{R})} \sim\|\mathbf{c}\|_{l^{2}(\mathbb{Z})} \quad \forall \mathbf{c} \in l^{2}(\mathbb{Z})
$$

Due to [5] it exists for every integer $\tilde{d} \geq d$ with $\tilde{d}+d$ even a dual scaling function $\widetilde{\phi}^{(d, \tilde{d})} \in$ $L^{2}(\mathbb{R})$ which is biorthogonal to the first scaling function

$$
\left(\phi^{(d)}, \tilde{\phi}^{(d, \tilde{d})}(\cdot-k)\right)_{L^{2}(\mathbb{R})}=\delta_{0, k}, \quad k \in \mathbb{Z} .
$$

Moreover, similarly to the primal scaling function, this function is normalized, compactly supported and refinable

$$
\begin{equation*}
\widetilde{\phi}^{(d, \tilde{d})}(x)=\frac{1}{\sqrt{2}} \sum_{k \in \mathbb{Z}} \tilde{a}_{k} \widetilde{\phi}^{(d, \tilde{d})}(2 x-k) . \tag{2.15}
\end{equation*}
$$

The mask coefficients in (2.15) can be defined by the $z$-notation, i. e., in the undermentioned sequences $\tilde{\mathbf{a}}(z)=\sum_{k} \tilde{a}_{k} z_{k}$ the coefficient $\tilde{a}_{k}$ of $z^{k}$ corresponds to the mask coefficient $\tilde{a}_{k}$. It holds $\tilde{\mathbf{a}}(z)=p(z) q(z)$ with

$$
\begin{aligned}
& p(z)=2^{1-\tilde{d}} \sum_{k=0}^{\tilde{d}}\binom{\tilde{d}}{k} z^{k-\left\lfloor\left\lfloor\frac{\tilde{d}}{2}\right\rfloor\right.}, \\
& q(z)=\sum_{k=0}^{\frac{d+\tilde{d}}{2}-1} 2^{-k}\binom{\frac{d+\tilde{d}}{2}-1+k}{k} \sum_{l=0}^{2 k}\binom{2 k}{l}(-z)^{l-k},
\end{aligned}
$$

cf. [5]. Exactly like the primal side, the translates and dilates of the dual scaling function $\widetilde{\phi}_{j, k}^{(d, \tilde{d})}:=2^{-j / 2} \widetilde{\phi}^{(d, \tilde{d})}\left(2^{j} \cdot-k\right)(j, k \in \mathbb{Z})$ generate collections of stable bases $\widetilde{\Phi}_{j}^{(d, \tilde{d})}:=\left\{\widetilde{\phi}_{j, k}^{(d, \tilde{d})}:\right.$ $k \in \mathbb{Z}\}$ in spaces $\widetilde{V}_{j}:=\operatorname{clos}_{L^{2}}\left(\operatorname{span} \Phi_{j}^{(d, \tilde{d})}\right)$ which are also nested, dense in $L^{2}(\mathbb{R})$ and exact of order $\tilde{d}$.
According to [5] a dual pair of wavelets $\psi^{(d, \tilde{d})}(x), \widetilde{\psi}^{(d, \tilde{d})}(x) \in L^{2}(\mathbb{R})$ satisfying

$$
\left(\psi^{(d, \tilde{d})}, \widetilde{\psi}^{(d, \tilde{d})}(\cdot-k)\right)_{L^{2}(\mathbb{R})}=\delta_{0, k}, \quad k \in \mathbb{Z},
$$

is defined by

$$
\begin{equation*}
\psi^{(d, \tilde{d})}(x):=\frac{1}{\sqrt{2}} \sum_{k \in \mathbb{Z}} b_{k} \phi^{(d)}(2 x-k), \quad \widetilde{\psi}^{(d, \tilde{d})}(x):=\frac{1}{\sqrt{2}} \sum_{k \in \mathbb{Z}} \tilde{b}_{k} \widetilde{\phi}^{(d, \tilde{d})}(2 x-k), \tag{2.16}
\end{equation*}
$$

where the masks $\mathbf{b}, \tilde{\mathbf{b}}$ are given by

$$
\begin{equation*}
b_{k}=(-1)^{k} \tilde{a}_{1-k}, \quad \tilde{b}_{k}=(-1)^{k} a_{1-k}, \quad k \in \mathbb{Z} \tag{2.17}
\end{equation*}
$$

with a from (2.14) and $\tilde{\mathbf{a}}$ from (2.15). As a consequence of finite masks and compact supports of the scaling functions both wavelets are compactly supported

$$
\operatorname{diam}\left(\operatorname{supp} \psi^{(d, \tilde{d})}\right) \sim \operatorname{diam}\left(\operatorname{supp} \widetilde{\psi}^{(d, \tilde{d})}\right) \sim 1 .
$$

Setting analogously to the scaling functions

$$
\psi_{j, k}^{(d, \tilde{d})}:=2^{j / 2} \psi^{(d, \tilde{d})}\left(2^{j} \cdot-k\right), \quad \widetilde{\psi}_{j, k}^{(d, \tilde{d})}:=2^{j / 2} \widetilde{\psi}^{(d, \tilde{d})}\left(2^{j} \cdot-k\right)
$$

the sets

$$
\Psi_{j}^{(d, \tilde{d})}:=\left\{\psi_{j, k}^{(d, \tilde{d})}: k \in \mathbb{Z}\right\}, \quad \widetilde{\Psi}_{j}^{(d, \tilde{d})}:=\left\{\widetilde{\psi}_{j, k}^{(d, \tilde{d})}: k \in \mathbb{Z}\right\},
$$

generate complement spaces $W_{j}:=\operatorname{clos}_{L^{2}}\left(\operatorname{span} \Psi_{j}^{(d, \tilde{d})}\right), \widetilde{W}_{j}=\operatorname{clos}_{L^{2}}\left(\operatorname{span} \widetilde{\Psi}_{j}^{(d, \tilde{d})}\right)$ with

$$
V_{j} \oplus W_{j}=V_{j+1}, \quad \widetilde{V}_{j} \oplus \widetilde{W}_{j}=\widetilde{V}_{j+1},
$$

where $\oplus$ denotes the direct sum. Thus, recursively one obtains

$$
\operatorname{clos}_{L^{2}}\left(\bigoplus_{j \in \mathbb{Z}} W_{j}\right)=\operatorname{clos}_{L^{2}}\left(\bigoplus_{j \in \mathbb{Z}} \widetilde{W}_{j}\right)=L^{2}(\mathbb{R})
$$

Since biorthogonality implies $W_{j} \perp \widetilde{V}_{j}$ the primal wavelets have vanishing moments of order $\tilde{d}$, i. e.,

$$
\left((\cdot)^{\alpha}, \psi_{j, k}^{(d, \tilde{d})}\right)_{L^{2}(\mathbb{R})}=0, \quad 0 \leq \alpha<\tilde{d}
$$

Moreover, the collections

$$
\Psi^{(d, \tilde{d})}:=\bigcup_{j \in \mathbb{Z}} \Psi_{j}^{(d, \tilde{d})}, \quad \widetilde{\Psi}^{(d, \tilde{d})}:=\bigcup_{j \in \mathbb{Z}} \widetilde{\Psi}_{j}^{(d, \tilde{d})},
$$

form Riesz bases in $L^{2}(\mathbb{R})$

$$
\begin{equation*}
\|\mathbf{c}\|_{L^{2}(\mathbb{Z} \times \mathbb{Z})}^{2} \sim\left\|\Psi^{(d, \tilde{d})} \mathbf{c}\right\|_{L^{2}(\mathbb{R})}^{2} \sim\left\|\widetilde{\Psi}^{(d, \tilde{d})} \mathbf{c}\right\|_{L^{2}(\mathbb{R})}^{2} \quad \forall \mathbf{c} \in l^{2}(\mathbb{Z} \times \mathbb{Z}) . \tag{2.18}
\end{equation*}
$$

2.2. Periodization. The above setting is clearly not suitable for the treatment of equations which are defined on bounded domains. In the sequel we define a periodic version of a multiscale resolution. It essentially retains all the structural and computational advantages of the stationary and shift-invariant case considered in the previous subsection.
To this end, the simple trick is to replace the meaning of $u_{j, k}:=2^{\frac{j}{2}} u\left(2^{j} \cdot-k\right), k \in \mathbb{Z}$, for compactly supported $u \in L^{2}(\mathbb{R})$ by its periodized counterpart

$$
u_{j, k}:=2^{\frac{j}{2}} \sum_{n \in \mathbb{Z}} u\left(2^{j}(\cdot+n)-k\right)
$$

In this way, given any dual pair $\phi^{(d)}$ and $\widetilde{\phi}^{(d, \tilde{d})}$ on $\mathbb{R}$ of compactly supported scaling functions, and setting $\triangle_{j}:=\mathbb{Z} \backslash 2^{j} \mathbb{Z}$, the corresponding sets

$$
\Phi_{j}^{(d)}:=\left\{\phi_{j, k}: k \in \triangle_{j}\right\}, \quad \Psi_{j}^{(d, \tilde{d})}:=\left\{\psi_{j, k}^{(d, \tilde{d})}: k \in \triangle_{j}\right\}, \quad j \geq j_{0}
$$

and likewise $\widetilde{\Phi}_{j}^{(d, \tilde{d})}$ and $\widetilde{\Psi}_{j}^{(d, \tilde{d})}$, have finite cardinality $2^{j}$ and consist of functions which are 1-periodic. Note that these definition preserves biorthogonality relations. One easily checks that the scaling functions are biorthogonal

$$
\left\langle\Phi_{j}^{(d)}, \tilde{\Phi}_{j}^{(d, \tilde{d})}\right\rangle=\mathbf{I}
$$

Moreover, the wavelet bases

$$
\Psi^{(d, \tilde{d})}:=\Phi_{j_{0}}^{(d)} \bigcup_{j \geq j_{0}} \Psi_{j}^{(d, \tilde{d})}, \quad \widetilde{\Psi}^{(d, \tilde{d})}:=\widetilde{\Phi}_{j_{0}}^{(d, \tilde{d})} \bigcup_{j \geq j_{0}} \widetilde{\Psi}_{j}^{(d, \tilde{d})}
$$

are biorthogonal, i.e.,

$$
\left\langle\Psi^{(d, \tilde{d})}, \widetilde{\Psi}^{(d, \tilde{d})}\right\rangle=\mathbf{I}
$$

where $\langle\cdot, \cdot\rangle$ denotes the inner product on $L^{2}(0,1)$ defined by (1.6). For sake of simplicity in representation, we will indicate in the sequel the scaling functions on the coarsest level of the wavelet bases by $\Psi_{j_{0}-1}^{(d, \tilde{d})}:=\Phi_{j_{0}}^{(d)}$ and $\widetilde{\Psi}_{j_{0}-1}^{(d, \tilde{d})}:=\widetilde{\Phi}_{j_{0}}^{(d, \tilde{d})}$, where, clearly, the coarsest level $j_{0}$ has to be chosen sufficiently large. The spaces $V_{j}:=\operatorname{clos}_{L^{2}}\left(\operatorname{span} \Phi_{j}^{(d)}\right)$ and $\widetilde{V}_{j}:=$ $\operatorname{clos}_{L^{2}}\left(\operatorname{span} \widetilde{\Phi}_{j}^{(d, \tilde{d})}\right)$ form two multiscale decompositions of $L^{2}(\mathbb{R} \backslash \mathbb{Z})=L^{2}(0,1)$. One readily verifies

$$
\phi_{j, k}^{(d)}=\sum_{k^{\prime} \in \triangle_{j+1}}\left(\sum_{n \in \mathbb{Z}} a_{k^{\prime}-2 k+2^{j+1} n}\right) \phi_{j+1, k^{\prime}}^{(d)}, \quad \widetilde{\phi}_{j, k}^{(d, \tilde{d})}=\sum_{k^{\prime} \in \triangle_{j+1}}\left(\sum_{n \in \mathbb{Z}} \tilde{a}_{k^{\prime}-2 k+2^{j+1} n}\right) \tilde{\phi}_{j+1, k^{\prime}}^{(d, \tilde{d})}
$$

with a, $\tilde{\mathbf{a}}$ from (2.14), (2.15), respectively, and
$\psi_{j, k}^{(d, \tilde{d})}=\sum_{k^{\prime} \in \triangle_{j+1}}\left(\sum_{n \in \mathbb{Z}} a_{k^{\prime}-2 k+2^{j+1} n}\right) \psi_{j+1, k^{\prime}}^{(d, \tilde{d})}, \quad \widetilde{\psi}_{j, k}^{(d, \tilde{d})}=\sum_{k^{\prime} \in \triangle_{j+1}}\left(\sum_{n \in \mathbb{Z}} \tilde{a}_{k^{\prime}-2 k+2^{j+1} n}\right) \widetilde{\psi}_{j+1, k^{\prime}}^{(d, \tilde{d})}$
with $\mathbf{b}, \tilde{\mathbf{b}}$ from (2.17). That is, the mask sequences are obtained by $2^{j+1}$-periodization.
2.3. Matrix compression. Discretizing the boundary integral operators $V, W$ and $K$ by biorthogonal wavelet bases one obtains quasi-sparse matrices. These can be compressed without loss of accuracy, see [19] for details. All matrix entries, for which the distances of the supports (on the given boundary $\Gamma$ ) of the corresponding Ansatz- and test functions are bigger than a level depending cut-off parameter $\mathcal{B}_{j, j^{\prime}}$, are set to zero. Hence, one only has to calculate those values, for which these distances are smaller than the cut-off parameter. More precisely, abbreviating

$$
\Theta_{j, k}^{(d, \tilde{d})}:=\operatorname{supp}_{\Gamma} \psi_{j, k}^{(d, \tilde{d})}
$$

the compressed system matrices are given by

$$
\begin{aligned}
& {[\mathbf{V}]_{(j, k),\left(j^{\prime}, k^{\prime}\right)}=\left\{\begin{array}{l}
0, \text { if } \operatorname{dist}_{\Gamma}\left(\Theta_{j, k}^{\left(1, \tilde{d}_{1}\right)}, \Theta_{j^{\prime}, k^{\prime}}^{\left(1, \tilde{d}_{1}\right)}\right)>\mathcal{B}_{j, j^{\prime}}^{V}, \\
\left\langle V \psi_{j^{\prime}, k^{\prime}}^{\left(1, \tilde{d}_{1}\right)}, \psi_{j, k}^{\left(1, d_{1}\right)}\right\rangle, \text { otherwise, }
\end{array}\right.} \\
& {[\mathbf{W}]_{(j, k),\left(j^{\prime}, k^{\prime}\right)}=\left\{\begin{array}{l}
0, \text { if } \operatorname{dist}_{\Gamma}\left(\Theta_{j, k}^{\left(2, \tilde{d}_{2}\right)}, \Theta_{j^{\prime}, k^{\prime}}^{\left(2, \tilde{d}_{2}\right)}\right)>\mathcal{B}_{j, j^{\prime}}^{W}, \\
\left\langle W\left(\psi_{j^{\prime}, k^{\prime}}^{\left(2, \tilde{d}_{2}\right)} \circ \gamma\right), \psi_{j, k}^{\left(2, \tilde{d}_{2}\right)} \circ \gamma\right\rangle, \text { otherwise, }
\end{array}\right.} \\
& {[\mathbf{K}]_{(j, k),\left(j^{\prime}, k^{\prime}\right)}=\left\{\begin{array}{l}
0, \text { if } \operatorname{dist}_{\Gamma}\left(\Theta_{j, k}^{\left(2, \tilde{d}_{3}+1\right)}, \Theta_{j^{\prime}, k^{\prime}}^{\left(1, \tilde{d}_{3}\right)}\right)>\mathcal{B}_{j, j^{\prime}}^{K}, \\
\left\langle K\left(\psi_{j^{\prime}, k^{\prime}}^{\left(2, \tilde{d}_{3}+1\right)} \circ \gamma\right), \psi_{j, k}^{\left(1, \tilde{d}_{3}\right)}\right\rangle, \text { otherwise },
\end{array}\right.}
\end{aligned}
$$

where the cut-off parameters $B_{j, j^{\prime}}^{V}, B_{j, j^{\prime}}^{W}, B_{j, j^{\prime}}^{K}$ are set as follows

$$
\begin{align*}
& B_{j, j^{\prime}}^{V}=a_{1} \max \left\{2^{-j}, 2^{-j^{\prime}}, 2^{\frac{J\left(2 d_{1}^{\prime}+1\right)-\left(j+j^{\prime}\right)\left(d_{1}^{\prime}+\tilde{d}_{1}\right)}{2 \tilde{d}_{1}-1}}\right\} \\
& B_{j, j^{\prime}}^{W}=a_{2} \max \left\{2^{-j}, 2^{-j^{\prime}}, 2^{\left.\frac{J\left(2 d_{2}^{\prime}-1\right)-\left(j+j^{\prime}\right)\left(d_{2}^{\prime}+\tilde{d}_{2}\right)}{2 \tilde{d}_{2}+1}\right\}}\right.  \tag{2.19}\\
& B_{j, j^{\prime}}^{K}=a_{3} \max \left\{2^{-j}, 2^{-j^{\prime}}, 2^{\frac{J\left(2 d_{3}^{\prime}+1\right)-\left(j+j^{\prime}\right)\left(d_{3}^{\prime}+\tilde{d}_{3}\right)-2 j^{\prime}}{2 \tilde{d}_{3}+1}}\right\},
\end{align*}
$$

with

$$
\begin{equation*}
a_{1}, a_{2}, a_{3}>1, \quad 1<d_{1}^{\prime}<\tilde{d}_{1}-1, \quad 2<d_{2}^{\prime}<\tilde{d}_{2}+1, \quad 1<d_{3}^{\prime}<\tilde{d}_{3} \tag{2.20}
\end{equation*}
$$

It has been shown in [19] that this compression strategy reduces the number of nonzero entries to $\mathcal{O}\left(N_{J} \log N_{J}\right)$. In this expression, $N_{J}=\left|\triangle_{J}\right|$ denotes the number of unknowns.
To satisfy (2.20) we have to choose wavelets with enough vanishing moments $\tilde{d}_{1}, \tilde{d}_{2}$ and $\tilde{d}_{3}$. Since on the other hand the supports of the wavelets increase proportionally with the number of vanishing moments (which reduces in our experiences the compression rates) one has to apply wavelets with minimal number of vanishing moments, respectively supports. That is

- $\Psi^{(1,3)}$ for the discretization of the single layer operator $V$,
- $\Psi^{(2,2)}$ for the discretization of the hypersingular operator $W$,
- $\Psi^{(1,3)}$ and $\Psi^{(2,4)}$ for the discretization of the double layer operator $K$.

An important result is that in this setup there holds $\tilde{d}_{2}:=\tilde{d}_{1}+1$. Hence, choosing $a_{2}:=$ $a_{1}>1$ and $d_{1}^{\prime} \in \mathbb{R}$ such that $1<d_{1}^{\prime}<\tilde{d}_{1}-1$ we find that for $d_{2}^{\prime}:=d_{1}^{\prime}+1$ also the estimate $2<d_{2}^{\prime}<\tilde{d}_{2}+1$ is valid, i.e., we are allowed to set $B_{j, j^{\prime}}^{V}=B_{j, j^{\prime}}^{W}$. This will be exploited in the next but one subsection.
2.4. Changing bases. In the single-scale basis the whole system is given by

$$
\left[\begin{array}{ccc}
\mathbf{A}+\mathbf{W}_{\phi} & \mathbf{K}_{\phi}^{T}-\mathbf{B}_{\phi}^{T} & \mathbf{0}  \tag{2.21}\\
\mathbf{B}_{\phi}-\mathbf{K}_{\phi} & \mathbf{V}_{\phi} & -\mathbf{M}_{\phi}^{T} \\
\mathbf{0} & \mathbf{M}_{\phi} & 0
\end{array}\right]\left[\begin{array}{c}
\mathbf{u} \\
\boldsymbol{\lambda}_{\phi} \\
c
\end{array}\right]=\left[\begin{array}{l}
\mathbf{f} \\
\mathbf{0} \\
0
\end{array}\right]
$$

where the suffix $\phi$ indicates the single-scale matrices. Since we want to compute the BEM matrices with respect to wavelet bases, we have to rewrite the system. For this let $\mathbf{T}_{d, \tilde{d}}$ denote the fast wavelet transform, i.e., the matrix which gives the change of bases

$$
\sum_{k \in \triangle_{J}} a_{k} \phi_{k, J}^{(d)}=\sum_{j_{0}-1 \leq j<J} \sum_{k \in \triangle_{j}} b_{j, k} \psi_{j, k}^{(d, \tilde{d})}
$$

where

$$
\left[b_{j, k}\right]_{j_{0}-1 \leq j<J, k \in \triangle_{j}}^{T}=\left[a_{k}\right]_{k \in \triangle_{J}}^{T} \mathbf{T}_{d, \tilde{d}}
$$

Then, the system matrix in (2.21) with respect to the multiscale bases is given by

$$
\left[\begin{array}{ccc}
\mathbf{A}+\mathbf{T}_{2,2} \mathbf{W}_{\psi} \mathbf{T}_{2,2}^{T} & \mathbf{T}_{2,4} \mathbf{K}_{\psi}^{T} \mathbf{T}_{1,3}^{T}-\mathbf{B}_{\phi}^{T} & \mathbf{0} \\
\mathbf{B}_{\phi}-\mathbf{T}_{1,3} \mathbf{K}_{\psi} \mathbf{T}_{2,4}^{T} & \mathbf{T}_{1,3} \mathbf{V}_{\psi} \mathbf{T}_{1,3}^{T} & -\mathbf{M}_{\phi}^{T} \\
\mathbf{0} & \mathbf{M}_{\phi} & 0
\end{array}\right]
$$

which is equivalent to

$$
\left[\begin{array}{ccc}
\mathbf{I} & \mathbf{0} & \mathbf{0} \\
\mathbf{0} & \mathbf{T}_{1,3} & \mathbf{0} \\
\mathbf{0} & \mathbf{0} & 1
\end{array}\right]\left[\begin{array}{ccc}
\mathbf{A}+\mathbf{T}_{2,2} \mathbf{W}_{\psi} \mathbf{T}_{2,2}^{T} & \mathbf{T}_{2,4} \mathbf{K}_{\psi}^{T}-\mathbf{B}_{\phi}^{T} \mathbf{T}_{1,3}^{-T} & \mathbf{0} \\
\mathbf{T}_{1,3}^{-1} \mathbf{B}_{\phi}-\mathbf{K}_{\psi} \mathbf{T}_{2,4}^{T} & \mathbf{V}_{\psi} & -\mathbf{M}_{\psi}^{T} \\
\mathbf{0} & \mathbf{M}_{\psi} & 0
\end{array}\right]\left[\begin{array}{ccc}
\mathbf{I} & \mathbf{0} & \mathbf{0} \\
\mathbf{0} & \mathbf{T}_{1,3}^{T} & \mathbf{0} \\
\mathbf{0} & \mathbf{0} & 1
\end{array}\right]
$$

Hence, to apply the wavelet preconditioner for $\mathbf{V}_{\psi}$, the linear system (2.21) is transformed to

$$
\left[\begin{array}{ccc}
\mathbf{A}+\mathbf{T}_{2,2} \mathbf{W}_{\psi} \mathbf{T}_{2,2}^{T} & \mathbf{T}_{2,4} \mathbf{K}_{\psi}^{T}-\mathbf{B}_{\phi}^{T} \mathbf{T}_{1,3}^{-T} & \mathbf{0} \\
\mathbf{T}_{1,3}^{-1} \mathbf{B}_{\phi}-\mathbf{K}_{\psi} \mathbf{T}_{2,4}^{T} & \mathbf{V}_{\psi} & -\mathbf{M}_{\psi}^{T} \\
\mathbf{0} & \mathbf{M}_{\psi} & 0
\end{array}\right]\left[\begin{array}{c}
\mathbf{u} \\
\boldsymbol{\lambda}_{\psi} \\
c
\end{array}\right]=\left[\begin{array}{c}
\mathbf{f} \\
\mathbf{0} \\
0
\end{array}\right]
$$

where the unknown $\lambda$ is now given in the multiscale bases.
2.5. The hypersingular operator. We want to discuss the properties of the matrix $\mathbf{W}$ corresponding to the hypersingular operator. For sake of simplicity, we skip the suffices $\Gamma$ and $\Omega$ and assume corresponding index sets $\triangle_{j}$ for piecewise constant and linear functions on the interval $[0,1]$.
Since for piecewise linear functions there holds (see [19])

$$
\left\langle W \phi_{J, k}^{(2)}, \phi_{J, k^{\prime}}^{(2)}\right\rangle=\left\langle V\left(\phi_{J, k}^{(2)}\right)^{\prime},\left(\phi_{J, k^{\prime}}^{(2)}\right)^{\prime}\right\rangle, \quad \forall k, k^{\prime} \in \triangle_{J}
$$

we obtain in the single-scale basis the identity

$$
\begin{equation*}
\mathbf{W}_{\phi}=\frac{1}{h_{J}^{2}} \mathbf{H}_{J} \mathbf{V}_{\phi} \mathbf{H}_{J}^{T}, \tag{2.22}
\end{equation*}
$$

where $\mathbf{H}_{j}, j_{0} \leq j \leq J$, is the matrix given by

$$
\mathbf{H}_{j}:=\left[\begin{array}{ccccc}
-1 & & & & 1 \\
1 & -1 & & & \\
& 1 & \ddots & & \\
& & \ddots & -1 & \\
& & & 1 & -1
\end{array}\right] \in \mathbb{R}^{N_{j} \times N_{j}}
$$

Since the application of $\mathbf{H}_{J}$ on a vector $\mathbf{x} \in \mathbb{R}^{N_{J}}$ requires only $\mathcal{O}\left(2^{J}\right)$ operations, we are not computing $\mathbf{W}_{\phi}$ but using the right hand side of (2.22) in the iterative solver. Consequently, in the single-scale scheme we only have to compute two BEM matrices, namely $\mathbf{V}_{\phi}$ and $\mathbf{K}_{\phi}$.

For the compressed wavelet matrices we cannot use relation (2.22) without further examinations on the compression errors. Hence, while using compression it seems that we have to compute the discretization of three integral operators instead of two. But, as we will see, this is not necessary since for the multiscale basis there exists another approach.
We assume piecewise constant wavelets $\Psi^{(1, \tilde{d})}$ for the discretization of single layer operator $V$ and piecewise linear wavelets $\Psi^{(2, \tilde{d}-1)}$ for the discretization of hypersingular operator $W$. Of course, $\tilde{d}$ has to be $\geq 3$. As remarked in subsection 2.3 under this assumption one can choose identical cut-off parameters for the compression yielding identical sets of nonzero entries in the corresponding matrices. We make use of (cf. [5])

$$
\left(\psi^{(d, \tilde{d}}\right)^{\prime}=\psi^{(d-1, \tilde{d}+1)} .
$$

Consequently we obtain

$$
\mathbf{W}_{\psi}=\left[\begin{array}{cc}
\mathbf{H}_{j_{0}} & \mathbf{0}  \tag{2.23}\\
\mathbf{0} & \mathbf{I}
\end{array}\right] \mathbf{D V}_{\psi} \mathbf{D}\left[\begin{array}{cc}
\mathbf{H}_{j_{0}}^{T} & \mathbf{0} \\
\mathbf{0} & \mathbf{I}
\end{array}\right]
$$

where $\mathbf{D}$ is a diagonal matrix given by

$$
[\mathbf{D}]_{(j, k),\left(j^{\prime}, k^{\prime}\right)}=\frac{\delta_{j, j^{\prime}} \delta_{k, k^{\prime}}}{h_{j+1}}, \quad j_{0}-1 \leq j, j^{\prime}<J, \quad k \in \triangle_{j}, \quad k^{\prime} \in \triangle_{j^{\prime}}
$$

Hence, employing (2.23) in the iterative solver, we also have to compute only the BEM matrices $\mathbf{V}_{\psi}$ and $\mathbf{K}_{\psi}$.

## 3. Preconditioning

Since the system matrix of the Galerkin scheme (1.13) includes matrices belonging to operators of positive and negative order, preconditioning techniques are very important for an efficient iterative solution of the linear system. Based on the BPX preconditioner [3]
and the wavelet preconditioner $[7,8,10,25]$ we discuss several precondition methods. Note, the discretization level $J$ is assumed to be sufficiently large $J \geq J_{0}$ and, moreover, all given estimates have to be understood uniformly in $J$.
3.1. The BPX preconditioner. We have constructed on $\Omega$ a sequence of regular and quasi uniform triangulations $\widetilde{\tau}_{j}$ and piecewise linear and continuous spaces $V_{j}^{\Omega}$, such that

$$
V_{0}^{\Omega} \subset V_{1}^{\Omega} \subset \ldots, \quad \operatorname{clos}_{H^{1}}\left(\bigcup_{j \geq 0} V_{j}^{\Omega}\right)=H^{1}(\Omega), \quad \bigcap_{j \geq 0} V_{j}^{\Omega}=V_{0}^{\Omega}
$$

The basis $\Phi_{j}^{\Omega}=\left\{\phi_{j, k}^{\Omega}: k \in \triangle_{j}^{\Omega}\right\}$ of $V_{j}^{\Omega}$ was chosen as the set of Lagrange tent functions, which we may consider to be $L^{2}$-normed. This implies

$$
\begin{equation*}
\left\|\Phi_{j}^{\Omega} \mathbf{u}\right\|_{L^{2}(\Omega)} \sim\|\mathbf{u}\|_{l^{2}\left(\triangle_{J}^{\Omega}\right)} \quad \forall \mathbf{u} \in l^{2}\left(\triangle_{J}^{\Omega}\right) \tag{3.24}
\end{equation*}
$$

For the $L^{2}$-normed Lagrange tent functions the (simplified) BPX preconditioner $C_{J}$ can be defined by

$$
\begin{equation*}
C_{J} u=\sum_{j=0}^{J} 2^{-2 j} \sum_{k \in \triangle_{j}^{\Omega}}\left(u, \phi_{j, k}^{\Omega}\right) \phi_{j, k}^{\Omega}, \quad u \in H^{1}(\Omega) \tag{3.25}
\end{equation*}
$$

see [7]. $C_{J}$ defines a symmetric and positive definite operator, hence the square root $C_{J}^{1 / 2}$ is well defined. The application of $C_{J}^{1 / 2}$ to a given function $u \in V_{J}^{\Omega}$ yields a norm equivalence

$$
\begin{equation*}
\left\|C_{J}^{1 / 2} u\right\|_{H^{s}(\Omega)} \sim\|u\|_{H^{s-1}(\Omega)}, \quad s \in\left(-\frac{1}{2}, \frac{3}{2}\right) \tag{3.26}
\end{equation*}
$$

We denote by $A: H^{1}(\Omega) \rightarrow H^{-1}(\Omega)$ the operator corresponding to the FEM bilinear form $a(\cdot, \cdot)$ from (1.8)

$$
(A u, v)=a(u, v) \quad \forall u, v \in H^{1}(\Omega)
$$

Based on the bijectivity of $A$, the norm equivalence (3.26) implies for all $u \in V_{J}^{\Omega}$

$$
\begin{equation*}
\|u\|_{L^{2}(\Omega)} \sim\left\|C_{J}^{1 / 2} u\right\|_{H^{1}(\Omega)} \sim\left\|A P_{J} C_{J}^{1 / 2} u\right\|_{H^{-1}(\Omega)} \sim\left\|C_{J}^{1 / 2} P_{J} A P_{J} C_{J}^{1 / 2} u\right\|_{L^{2}(\Omega)} \tag{3.27}
\end{equation*}
$$

where $P_{J}$ denotes the orthogonal projection onto $V_{J}^{\Omega}$.
Next, we consider the discrete system. We denote by $\mathbf{I}_{j+1}^{j}$ the restriction from level $j+1$ onto level $j$ and by $\mathbf{I}_{j}^{j+1}$ the prolongation from level $j$ onto level $j+1$. Restriction and prolongation are described by the well known stencils

$$
\mathbf{I}_{j}^{j-1}=\frac{1}{2}\left[\begin{array}{ccc}
\frac{1}{2} & \frac{1}{2} & 0 \\
\frac{1}{2} & 1 & \frac{1}{2} \\
0 & \frac{1}{2} & \frac{1}{2}
\end{array}\right], \quad \mathbf{I}_{j-1}^{j}=\frac{1}{2}\left[\begin{array}{ccc}
\frac{1}{2} & \frac{1}{2} & 0 \\
\frac{1}{2} & 1 & \frac{1}{2} \\
0 & \frac{1}{2} & \frac{1}{2}
\end{array}\right]
$$

The product $\mathbf{I}_{J}^{j}:=\mathbf{I}_{j+1}^{j} \mathbf{I}_{j+2}^{j+1} \cdots \mathbf{I}_{J}^{J-1}$ signifies the restriction from level $J$ onto level $j$ and $\mathbf{I}_{j}^{J}=\mathbf{I}_{J-1}^{J} \mathbf{I}_{J-2}^{J-1} \cdots \mathbf{I}_{j}^{j+1}$ the prolongation from level $j$ onto level $J$. Then, the discrete BPX
preconditioner (cf. [3]) is given by

$$
\begin{equation*}
\mathbf{C}=\sum_{j=0}^{J} 2^{-2 j} \mathbf{I}_{j}^{J} \mathbf{I}_{J}^{j} . \tag{3.28}
\end{equation*}
$$

We denote by $\mathbf{A}=a\left(\Phi_{J}^{\Omega}, \Phi_{J}^{\Omega}\right)$ the Galerkin matrix corresponding to $A$. Of course, there holds for all $u=\Phi_{J}^{\Omega} \mathbf{u} \in V_{J}^{\Omega}$

$$
\Phi_{J}^{\Omega} \mathbf{A} \mathbf{u}=P_{J} A P_{J} u
$$

hence, (3.27) can be rewritten as

$$
\left\|\Phi_{J}^{\Omega} \mathbf{u}\right\|_{L^{2}(\Omega)} \sim\left\|\Phi_{J}^{\Omega} \mathbf{C}^{1 / 2} \mathbf{u}\right\|_{H^{1}(\Omega)} \sim\left\|\Phi_{J}^{\Omega} \mathbf{A} \mathbf{C}^{1 / 2} \mathbf{u}\right\|_{H^{-1}(\Omega)} \sim\left\|\Phi_{J}^{\Omega} \mathbf{C}^{1 / 2} \mathbf{A} \mathbf{C}^{1 / 2} \mathbf{u}\right\|_{L^{2}(\Omega)}
$$

By (3.24) this implies

$$
\|\mathbf{u}\|_{l^{2}\left(\Delta_{J}^{\Omega}\right)} \sim\left\|\mathbf{C}^{1 / 2} \mathbf{A} \mathbf{C}^{1 / 2} \mathbf{u}\right\|_{l^{2}\left(\Delta_{J}^{\Omega}\right)}
$$

or, in other words, the well conditioning of the matrix $\mathbf{C}^{1 / 2} \mathbf{A} \mathbf{C}^{1 / 2}$

$$
\operatorname{cond}_{l^{2}}\left(\mathbf{C}^{1 / 2} \mathbf{A} \mathbf{C}^{1 / 2}\right) \sim 1
$$

3.2. Wavelet preconditioning. Let us define two numbers $\underline{s}$ and $\bar{s}$ which signify the regularity of the primal and dual wavelet basis, respectively,

$$
\bar{s}=\sup \left\{s \in \mathbb{R}: \psi^{(d, \tilde{d})} \in H^{s}(0,1)\right\}, \quad \underline{s}=\sup \left\{s \in \mathbb{R}: \widetilde{\psi}^{(d, \tilde{d})} \in H^{s}(0,1)\right\} .
$$

According, for example, to $[7,8,10,25]$ there holds uniformly the norm equivalence

$$
\begin{equation*}
\|\lambda\|_{H^{s+t}(0,1)} \sim\left\|D_{J}^{s} \lambda\right\|_{H^{t}(0,1)}, \quad \lambda \in V_{J}^{\Gamma}, \quad s+t, t \in(-\underline{s}, \bar{s}), \tag{3.29}
\end{equation*}
$$

where $D_{J}^{s}$ denotes the operator given by

$$
\begin{equation*}
D_{J}^{s} \lambda=\sum_{j=j_{0}-1}^{J-1} \sum_{k \in \Delta_{j}^{\Gamma}} 2^{s j}\left\langle\lambda, \widetilde{\psi}_{j, k}^{(d, \tilde{d})}\right\rangle \psi_{j, k}^{(d, \tilde{d})} . \tag{3.30}
\end{equation*}
$$

Let $Q_{J}^{\Gamma}$ be the projection onto $V_{J}^{\Gamma}$ defined by

$$
Q_{J} \lambda=\sum_{j=j_{0}-1}^{J-1} \sum_{k \in \Delta_{j}^{\Gamma}}\left\langle\lambda, \widetilde{\psi}_{j, k}^{(d, \tilde{d})}\right\rangle \psi_{j, k}^{(d, \tilde{d})}
$$

Then, as one easily checks, the adjoint $Q_{J}^{\star}$ is given by

$$
Q_{J}^{\star} \lambda=\sum_{j=j_{0}}^{J-1} \sum_{k \in \Delta_{j}^{\Gamma}}\left\langle\lambda, \psi_{j, k}^{(d, \tilde{d})}\right\rangle \widetilde{\psi}_{j, k}^{(d, \tilde{d})} .
$$

Since the single layer operator $V: H^{-1 / 2}(0,1) \rightarrow H^{1 / 2}(0,1)$ is an operator of order -1 , we utilize the norm equivalences $(3.29)$ to find that for $\underline{s} \geq 1 / 2$ there holds for all $\lambda \in V_{J}^{\Gamma}$

$$
\begin{equation*}
\|\lambda\|_{L^{2}(\Gamma)} \sim\left\|D_{J}^{1 / 2} \lambda\right\|_{H^{-1 / 2}(0,1)} \sim\left\|V Q_{J} D_{J}^{1 / 2} \lambda\right\|_{H^{1 / 2}(0,1)} \sim\left\|D_{J}^{1 / 2} Q_{J}^{\star} V Q_{J} D_{J}^{1 / 2} \lambda\right\|_{L^{2}(\Gamma)} \tag{3.31}
\end{equation*}
$$

Next, we consider the discrete operators. For this, let be $\Psi_{J}^{\Gamma}=\bigcup_{j=j_{0}-1}^{J-1} \Psi_{j}^{(1, \tilde{d})}$ the wavelet basis in $V_{J}^{\Gamma}$. Moreover, we introduce the Galerkin matrix

$$
\mathbf{V}=\left\langle V \Psi_{J}^{\Gamma}, \Psi_{J}^{\Gamma}\right\rangle
$$

and define the diagonal matrix $\mathbf{D}^{s}$ by

$$
\begin{equation*}
\left[\mathbf{D}^{s}\right]_{(j, k),\left(j^{\prime}, k^{\prime}\right)}=2^{s j} \delta_{j, j^{\prime}} \delta_{k, k^{\prime}} \tag{3.32}
\end{equation*}
$$

which is obviously the discrete analog of (3.30). Then, since

$$
\Psi_{J}^{\Gamma} \mathbf{V} \boldsymbol{\lambda}=Q_{J}^{\star} V Q_{J} \lambda \quad \forall \lambda=\Psi_{J}^{\Gamma} \boldsymbol{\lambda} \in V_{J}^{\Gamma}
$$

one has similarly to subsection 3.1 the relation
$\left\|\Psi_{J}^{\Gamma} \boldsymbol{\lambda}\right\|_{L^{2}(0,1)} \sim\left\|\Psi_{J}^{\Gamma} \mathbf{D}^{1 / 2} \boldsymbol{\lambda}\right\|_{H^{-1 / 2}(0,1)} \sim\left\|\Psi_{J}^{\Gamma} \mathbf{V} \mathbf{D}^{1 / 2} \boldsymbol{\lambda}\right\|_{H^{1 / 2}(0,1)} \sim\left\|\Psi_{J}^{\Gamma} \mathbf{D}^{1 / 2} \mathbf{V} \mathbf{D}^{1 / 2} \boldsymbol{\lambda}\right\|_{L^{2}(0,1)}$.
By the Riesz property (2.18) there follows

$$
\|\boldsymbol{\lambda}\|_{l^{2}\left(\triangle_{J}^{\Gamma}\right)} \sim\left\|\mathbf{D}^{1 / 2} \mathbf{V} \mathbf{D}^{1 / 2} \boldsymbol{\lambda}\right\|_{l^{2}\left(\Delta_{J}^{\Gamma}\right)}
$$

that is the well conditioning of the matrix $\mathbf{D}^{1 / 2} \mathbf{V} \mathbf{D}^{1 / 2}$.
3.3. The preconditionend system. It is shown in subsection 1.3 that the linear system of the introduced Galerkin scheme for the coupling is given by

$$
\mathbf{S}\left[\begin{array}{c}
\mathbf{u}  \tag{3.33}\\
\boldsymbol{\lambda} \\
c
\end{array}\right] \equiv\left[\begin{array}{ccc}
\mathbf{A}+\mathbf{W} & \mathbf{K}^{T}-\mathbf{B}^{T} & \mathbf{0} \\
\mathbf{B}-\mathbf{K} & \mathbf{V} & -\mathbf{M}^{T} \\
\mathbf{0} & \mathbf{M} & 0
\end{array}\right]\left[\begin{array}{l}
\mathbf{u} \\
\boldsymbol{\lambda} \\
c
\end{array}\right]=\left[\begin{array}{l}
\mathbf{f} \\
\mathbf{0} \\
0
\end{array}\right]
$$

The system matrix $\mathbf{S}$ is nonsymmetric, but can be (orthogonal) transformed into a symmetric, but indefinite, matrix $\tilde{\mathbf{S}}$ by multiplying the second line with -1 . Clearly, the obtaind linear system

$$
\tilde{\mathbf{S}}\left[\begin{array}{l}
\mathbf{u}  \tag{3.34}\\
\boldsymbol{\lambda} \\
c
\end{array}\right] \equiv\left[\begin{array}{ccc}
\mathbf{A}+\mathbf{W} & \mathbf{K}^{T}-\mathbf{B}^{T} & \mathbf{0} \\
\mathbf{K}-\mathbf{B} & -\mathbf{V} & \mathbf{M}^{T} \\
\mathbf{0} & \mathbf{M} & 0
\end{array}\right]\left[\begin{array}{l}
\mathbf{u} \\
\boldsymbol{\lambda} \\
c
\end{array}\right]=\left[\begin{array}{l}
\mathbf{f} \\
\mathbf{0} \\
0
\end{array}\right]
$$

is equivalent to (3.33). Motivated by the above facts we define

$$
\mathbf{T}:=\left[\begin{array}{ccc}
\mathbf{C}^{1 / 2} & \mathbf{0} & \mathbf{0}  \tag{3.35}\\
\mathbf{0} & \mathbf{D}^{1 / 2} & \mathbf{0} \\
\mathbf{0} & \mathbf{0} & 1
\end{array}\right],
$$

where $\mathbf{C}^{1 / 2}$ denotes the square root of $\mathbf{C}$ from (3.28) and $\mathbf{D}^{1 / 2}$ is given by (3.32). The following lemma holds:

Theorem 3.1. The condition numbers of the matrices $\mathbf{T S T}$ and $\mathbf{T} \tilde{\mathbf{S}} \mathbf{T}$, respectively, are uniformly bounded

$$
\operatorname{cond}_{l^{2}}(\mathbf{T S T})=\operatorname{cond}_{l^{2}}(\mathbf{T} \tilde{\mathbf{S}} \mathbf{T}) \sim 1
$$

Proof. We abbreviate the underlying function spaces by

$$
\begin{aligned}
H & :=H^{1}(\Omega) \times H^{-1 / 2}(0,1) \times \mathbb{R}, \\
L & :=L^{2}(\Omega) \times L^{2}(0,1) \times \mathbb{R}, \\
H^{\prime} & :=H^{-1}(\Omega) \times H^{1 / 2}(0,1) \times \mathbb{R},
\end{aligned}
$$

all equipped by product norms. Moreover, the set of basis functions is called

$$
\Xi_{J}=\left[\begin{array}{lll}
\Phi_{J}^{\Omega} & \Psi_{J}^{\Gamma} & 1
\end{array}\right] .
$$

One concludes from the frame properties (2.18) and (3.24) the validity of

$$
\left\|\left[\begin{array}{c}
\mathrm{u} \\
\lambda
\end{array}\right]\right\|_{l^{2}} \sim\left\|\Xi_{J}\left[\begin{array}{c}
\mathrm{u} \\
\lambda \\
c
\end{array}\right]\right\|_{L} .
$$

On the other hand the proved bijectivity of the underlying operator, cf. lemma 1.1, yields

$$
\left\|\Xi_{J}\left[\begin{array}{c}
\mathbf{u} \\
\lambda \\
c
\end{array}\right]\right\|_{H} \sim\left\|\Xi_{J} \mathbf{S}\left[\begin{array}{l}
\mathrm{u} \\
\lambda \\
c
\end{array}\right]\right\|_{H^{\prime}} .
$$

Invoking the norm equivalences

$$
\left\|\Xi_{J}\left[\begin{array}{c}
\mathrm{u} \\
\lambda \\
c
\end{array}\right]\right\|_{L} \sim\left\|\Xi_{J} \mathbf{T}\left[\begin{array}{c}
\mathrm{u} \\
\lambda \\
c
\end{array}\right]\right\|_{H}, \quad\left\|\Xi_{J}\left[\begin{array}{c}
\mathrm{u} \\
\lambda
\end{array}\right]\right\|_{H^{\prime}} \sim\left\|\Xi_{J} \mathbf{T}\left[\begin{array}{c}
\mathrm{u} \\
\lambda \\
c
\end{array}\right]\right\|_{L},
$$

this implies the assertion.
3.4. The Bramble-Pasciack-CG. As above we assume that $\Gamma$ has a conformal radius $<1$ to ensure that the single layer operator is positive definite. Then, of course, the discrete single layer operator $\mathbf{V}$ is also positive definite, i.e.,

$$
\mathbf{V}>\mathbf{0}
$$

We may assume the wavelet preconditioner (3.32) $\mathbf{D}^{-1}$ scaled such that $\mathbf{V}>\mathbf{D}^{-1}$, in other words,

$$
\begin{equation*}
\mathbf{V}-\mathbf{D}^{-1}>\mathbf{0} \tag{3.36}
\end{equation*}
$$

To apply the algorithm of Bramble-Pasciack in [2] we reorder the given linear equation system (3.33) obtaining an equivalent one

$$
\hat{\mathbf{S}}\left[\begin{array}{l}
\boldsymbol{\lambda}  \tag{3.37}\\
\mathbf{u} \\
c
\end{array}\right] \equiv\left[\begin{array}{ccc}
\mathbf{V} & \mathbf{B}-\mathbf{K} & -\mathbf{M}^{T} \\
(\mathbf{B}-\mathbf{K})^{T} & -\mathbf{A}-\mathbf{W} & \mathbf{0} \\
-\mathbf{M} & \mathbf{0} & 0
\end{array}\right]\left[\begin{array}{l}
\boldsymbol{\lambda} \\
\mathbf{u} \\
c
\end{array}\right]=\left[\begin{array}{c}
\mathbf{0} \\
-\mathbf{f} \\
0
\end{array}\right] .
$$

Abbreviating

$$
\mathbf{U}:=\left[\begin{array}{c}
(\mathbf{B}-\mathbf{K})^{T} \\
-\mathbf{M}
\end{array}\right], \quad \mathbf{Q}:=\left[\begin{array}{cc}
\mathbf{A}+\mathbf{W} & \mathbf{0} \\
\mathbf{0} & 0
\end{array}\right] \geq \mathbf{0}
$$

the system (3.37) can be rewritten as

$$
\left[\begin{array}{cc}
\mathbf{V} & \mathbf{U}^{T} \\
\mathbf{U} & -\mathbf{Q}
\end{array}\right]\left[\begin{array}{l}
\boldsymbol{\lambda} \\
\mathbf{u} \\
c
\end{array}\right]=\left[\begin{array}{c}
\mathbf{0} \\
-\mathbf{f} \\
0
\end{array}\right]
$$

Following [2] we multiply $\hat{\mathbf{S}}$ from the left hand side by

$$
\mathbf{E}:=\left[\begin{array}{cc}
\mathbf{D} & \mathbf{0}  \tag{3.38}\\
\mathbf{U}^{T} \mathbf{D} & \mathbf{I}
\end{array}\right]=\left[\begin{array}{ccc}
\mathbf{D} & \mathbf{0} & \mathbf{0} \\
(\mathbf{B}-\mathbf{K})^{T} \mathbf{D} & \mathbf{I} & \mathbf{0} \\
-\mathbf{M D} & \mathbf{0} & 1
\end{array}\right]
$$

obtaining the linear equation system

$$
\mathbf{E} \hat{\mathbf{S}}\left[\begin{array}{l}
\lambda  \tag{3.39}\\
\mathbf{u} \\
c
\end{array}\right]=\mathbf{E}\left[\begin{array}{c}
0 \\
-\mathbf{f} \\
0
\end{array}\right] .
$$

Since $\mathbf{E}$ is nonsingular, which is easily confirmed by execution of a block Gauss-Jordan step with the diagonal matrix $\mathbf{D}$, the linear system (3.39) is equivalent to the given system (3.37). Observing (3.36),

$$
\mathbf{F}:=\left[\begin{array}{cc}
\mathbf{V}-\mathbf{D}^{-1} & \mathbf{0} \\
\mathbf{0} & \mathbf{I}
\end{array}\right]
$$

is a symmetric and positive definite matrix. Hence, we may define a new inner product by

$$
\left\langle\left[\begin{array}{l}
\boldsymbol{\lambda}  \tag{3.40}\\
\mathbf{u} \\
c
\end{array}\right],\left[\begin{array}{l}
\boldsymbol{\delta} \\
\mathbf{v} \\
d
\end{array}\right]\right\rangle:=\left[\begin{array}{lll}
\boldsymbol{\lambda}^{T} & \mathbf{u}^{T} & c
\end{array}\right] \mathbf{F}\left[\begin{array}{l}
\boldsymbol{\delta} \\
\mathbf{v} \\
d
\end{array}\right] .
$$

According to [2] the system matrix $\mathbf{E} \hat{\mathbf{S}}$ of (3.39) is symmetric and positive definite with respect to the inner product $\langle\cdot, \cdot\rangle$ from (3.40) if

$$
\mathbf{R}:=\left[\begin{array}{cc}
\mathbf{A}+\mathbf{W}+(\mathbf{B}-\mathbf{K})^{T} \mathbf{V}^{-1}(\mathbf{B}-\mathbf{K}) & -(\mathbf{B}-\mathbf{K})^{T} \mathbf{V}^{-1} \mathbf{M}^{T} \\
-\mathbf{M V}^{-1}(\mathbf{B}-\mathbf{K}) & \mathbf{M} V^{-1} \mathbf{M}^{T}
\end{array}\right]=\mathbf{Q}+\mathbf{U D \mathbf { U } ^ { T }}>\mathbf{0} .
$$

In this case one may apply the CG algorithm to (3.39) based on the modified inner product (3.40).

Theorem 3.2. If $\Gamma$ has a conformal radius $<1$ there holds

$$
\mathbf{R}>\mathbf{0}
$$

Moreover, $\mathbf{R}$ is spectrally equivalent to $\mathbf{X}$ given by

$$
\mathbf{X}:=\left[\begin{array}{cc}
\mathbf{A} & \mathbf{0} \\
\mathbf{0} & \mathbf{M} \mathbf{V}^{-1} \mathbf{M}^{T}
\end{array}\right]
$$

Proof. The proof is done in five steps.

1. We show first the inequality

$$
\begin{equation*}
\mathbf{V} \geq \frac{\mathbf{M}^{T} \mathbf{M}}{\mathbf{M} \mathbf{V}^{-1} \mathbf{M}^{T}} \tag{3.41}
\end{equation*}
$$

which is equivalent to

$$
\left(\mathbf{M} \mathbf{V}^{-1} \mathbf{M}^{T}\right) \mathbf{V} \geq \mathbf{M}^{T} \mathbf{M}
$$

Since there holds $\mathbf{V}^{-1}>\mathbf{0}$ the square root $\mathbf{V}^{-1 / 2}>\mathbf{0}$ is well defined. Therefore, we may multiply the inequality from both sides by $\mathbf{V}^{-1 / 2}$ obtaining

$$
\left(\mathbf{M} \mathbf{V}^{-1} \mathbf{M}^{T}\right) \mathbf{I} \geq \mathbf{V}^{-1 / 2} \mathbf{M}^{T} \mathbf{M} \mathbf{V}^{-1 / 2}
$$

Abbreviating $\mathbf{b}:=\mathbf{V}^{-1 / 2} \mathbf{M}^{T} \in \mathbb{R}^{N_{J}^{\Gamma}}$ gives

$$
\left(\mathbf{b}^{T} \mathbf{b}\right) \mathbf{I} \geq \mathbf{b b}^{T}
$$

We employ the fact that $\mathbf{b} \mathbf{b}^{T}$ is a matrix of rank 1 , which implies that there is only one Eigenvalue $\neq 0$. From

$$
\left(\mathbf{b b}^{T}\right) \mathbf{b}=\left(\mathbf{b}^{T} \mathbf{b}\right) \mathbf{b}
$$

we find that this Eigenpair is given by ( $\mathbf{b}^{T} \mathbf{b}, \mathbf{b}$ ), and, consequently, there holds

$$
\left(\mathbf{b b}^{T}\right) \mathbf{a}=\mathbf{0} \quad \forall \mathbf{a} \perp \mathbf{b}
$$

Thus, we obtain

$$
\mathbf{a}^{T}\left(\left(\mathbf{b}^{T} \mathbf{b}\right) \mathbf{I}-\mathbf{b b}^{T}\right) \mathbf{a} \begin{cases}=0 & \text { for } \mathbf{a}=\mathbf{b}, \\ \geq 0 & \text { for } \mathbf{a} \perp \mathbf{b},\end{cases}
$$

which proves (3.41).
2. Let be

$$
\mathbf{Y}(\alpha):=\left[\begin{array}{cc}
\frac{1}{\alpha}(\mathbf{B}-\mathbf{K})^{T} \mathbf{V}^{-1}(\mathbf{B}-\mathbf{K}) & -(\mathbf{B}-\mathbf{K})^{T} \mathbf{V}^{-1} \mathbf{M}^{T} \\
-\mathbf{M} \mathbf{V}^{-1}(\mathbf{B}-\mathbf{K}) & \alpha \mathbf{M} \mathbf{V}^{-1} \mathbf{M}^{T}
\end{array}\right]
$$

and

$$
\mathbf{Z}(\alpha):=\left[\begin{array}{cc}
\mathbf{I} & \frac{\mathbf{M V}^{-1}(\mathbf{B}-\mathbf{K})}{\alpha \mathbf{M} \mathbf{V}^{-1} \mathbf{M}^{T}} \\
\mathbf{0} & 1
\end{array}\right]
$$

By (3.41) and the identity

$$
\mathbf{Z}(\alpha)^{T} \mathbf{Y}(\alpha) \mathbf{Z}(\alpha)=\left[\begin{array}{cc}
\frac{1}{\alpha}(\mathbf{B}-\mathbf{K})^{T} \mathbf{V}^{-1}\left(\mathbf{V}-\frac{\mathbf{M}^{T} \mathbf{M}}{\mathbf{M} \mathbf{V}^{-1} \mathbf{M}^{T}}\right) \mathbf{V}^{-1}(\mathbf{B}-\mathbf{K}) & \mathbf{0} \\
\mathbf{0} & \alpha \mathbf{M} \mathbf{V}^{-1} \mathbf{M}^{T}
\end{array}\right]
$$

application of Sylvester's law of inertia, cf. for example [13], gives

$$
\mathbf{Y}(\alpha) \begin{cases}\geq \mathbf{0} & \text { for } \alpha>0  \tag{3.42}\\ \leq \mathbf{0} & \text { for } \alpha<0\end{cases}
$$

3. Since $W$ : $H^{1 / 2}(0,1) \rightarrow H^{-1 / 2}(0,1)$ is an symmetric, positive definite and continuous operator [16], we find a constant $\beta>0$ such that

$$
\begin{equation*}
\mathbf{0} \leq \mathbf{W} \leq \beta \mathbf{A} \tag{3.43}
\end{equation*}
$$

Note that this estimate is a consequence of the trace theorem as used in the proof of lemma 1.1. Since $\mathbf{V}$ results from an operator of order -1 , its invers corresponds to an operator of order +1 . Hence, since $\mathbf{B}-\mathbf{K}$ corresponds to an operator of order 0 , the product $(\mathbf{B}-\mathbf{K})^{T} \mathbf{V}^{-1}(\mathbf{B}-\mathbf{K})$ corresponds to a (continous) operator $R$ : $H^{1 / 2}(0,1) \rightarrow H^{-1 / 2}(0,1)$. Consequently, similarly as the latter estimate, there exists a constant $\gamma>0$, such that

$$
\begin{equation*}
\mathbf{0} \leq(\mathbf{B}-\mathbf{K})^{T} \mathbf{V}^{-1}(\mathbf{B}-\mathbf{K}) \leq \gamma \mathbf{A} \tag{3.44}
\end{equation*}
$$

4. It is straightforward manipulation to confirm

$$
0<\frac{\sqrt{4 x^{2}+4 x}-x}{2}<1, \quad x>0
$$

Thus, from (3.44), we deduce that it holds for $\underline{\alpha}=\frac{\sqrt{4 x^{2}+4 x}-x}{2}$

$$
\underline{\alpha} \mathbf{A}+(\mathbf{B}-\mathbf{K})^{T} \mathbf{V}^{-1}(\mathbf{B}-\mathbf{K}) \geq \frac{1}{\underline{\alpha}}(\mathbf{B}-\mathbf{K})^{T} \mathbf{V}^{-1}(\mathbf{B}-\mathbf{K}),
$$

and hence, since $\mathbf{W} \geq \mathbf{0}(3.44)$ and $\mathbf{Y}(\underline{\alpha}) \geq \mathbf{0}$ (3.42), we find the lower bound

$$
\begin{aligned}
\mathbf{R} & =(1-\underline{\alpha}) \mathbf{X}+\left[\begin{array}{cc}
\underline{\alpha} \mathbf{A}+\mathbf{W}+(\mathbf{B}-\mathbf{K})^{T} \mathbf{V}^{-1}(\mathbf{B}-\mathbf{K}) & -(\mathbf{B}-\mathbf{K})^{T} \mathbf{V}^{-1} \mathbf{M}^{T} \\
-\mathbf{M} \mathbf{V}^{-1}(\mathbf{B}-\mathbf{K}) & \underline{\alpha} \mathbf{M} \mathbf{V}^{-1} \mathbf{M}^{T}
\end{array}\right] \\
& \geq(1-\underline{\alpha}) \mathbf{X}+\mathbf{Y}(\underline{\alpha}) \geq(1-\underline{\alpha}) \mathbf{X}>\mathbf{0} .
\end{aligned}
$$

5. On the other hand we find for $\bar{\alpha}=\frac{1-\sqrt{4 \gamma+1}}{2 \gamma}<0$

$$
-\bar{\alpha} \mathbf{A}+\frac{1}{\bar{\alpha}}(\mathbf{B}-\mathbf{K})^{T} \mathbf{V}^{-1}(\mathbf{B}-\mathbf{K}) \geq(\mathbf{B}-\mathbf{K})^{T} \mathbf{V}^{-1}(\mathbf{B}-\mathbf{K})
$$

and hence, since $\mathbf{Y}(\bar{\alpha}) \leq \mathbf{0}(3.42)$,

$$
(1-\bar{\alpha}) \mathbf{X} \geq(1-\bar{\alpha}) \mathbf{X}+\mathbf{Y}(\bar{\alpha}) \geq\left[\begin{array}{cc}
\mathbf{A}+(\mathbf{B}-\mathbf{K})^{T} \mathbf{V}^{-1}(\mathbf{B}-\mathbf{K}) & -(\mathbf{B}-\mathbf{K})^{T} \mathbf{V}^{-1} \mathbf{M}^{T} \\
-\mathbf{M} \mathbf{V}^{-1}(\mathbf{B}-\mathbf{K}) & \mathbf{M} \mathbf{V}^{-1} \mathbf{M}^{T}
\end{array}\right]
$$

Combined with (3.43) this gives the upper bound

$$
(1-\bar{\alpha}+\beta) \mathbf{X} \geq \mathbf{R}
$$

As a consequence, this theorem combined with [2] proves that there holds in the modified inner product $\langle\cdot, \cdot\rangle$

$$
\mathbf{E} \hat{\mathbf{S}} \sim \mathbf{Y}:=\left[\begin{array}{ccc}
\mathbf{I} & \mathbf{0} & \mathbf{0} \\
\mathbf{0} & \mathbf{A} & \mathbf{0} \\
\mathbf{0} & \mathbf{0} & \mathbf{M} \mathbf{V}^{-1} \mathbf{M}^{T}
\end{array}\right]
$$

i.e., $\mathbf{E} \hat{\mathbf{S}}$ is sprectrally equivalent to $\mathbf{Y}$. Therefore, we have the following proposition.

Proposition 3.3. The system matrix of the preconditioned system

$$
\mathbf{T E S} \mathbf{T}\left[\begin{array}{c}
\hat{u} \\
\hat{\lambda} \\
\hat{c}
\end{array}\right]=\mathbf{T E}\left[\begin{array}{l}
\mathbf{f} \\
0 \\
0
\end{array}\right], \quad\left[\begin{array}{c}
\mathbf{u} \\
\lambda \\
c
\end{array}\right]=\mathbf{T}\left[\begin{array}{c}
\widehat{u} \\
\hat{\lambda} \\
\hat{c}
\end{array}\right]
$$

with

$$
\mathbf{T}=\left[\begin{array}{ccc}
\mathbf{I} & \mathbf{0} & \mathbf{0} \\
\mathbf{0} & \mathbf{C}^{1 / 2} & \mathbf{0} \\
\mathbf{0} & \mathbf{0} & 1
\end{array}\right]
$$

is well conditioned with respect to the modified inner product

$$
\operatorname{cond}_{\langle\cdot, \cdot\rangle} \sim 1
$$

Remark 3.4. 1. Since there is no restriction on the used basis functions in the proofs, the given algorithm is also practicable for the single-scale scheme, if a sprectrally equivalent preconditioner of $\mathbf{V}$ is available.
2. The implementation of the Bramble-Pasciack- $C G$ is possible without the explicit knowledge of $\mathbf{V}^{-1}$ and $\mathbf{D}^{-1}$, cf. [2].

## 4. Numerical Results

This section is dedicated to numerical experiments on the given theory. For the comparison of the traditional scheme and the compressed multiscale scheme we construct an example for which an analytic solution is known. We first investigate the effects of matrix compression on the accuracy of the numercal solution, the computing times and the required memory. Then we analyse the different solving and preconditioning techniques. In the last subsection we study a full multigrid scheme based on the multiscale scheme.
4.1. An analytical example. For the numerical results we choose $\Omega_{0}$ as the two dimensional L-shape $\left[-\frac{1}{10}, \frac{1}{10}\right]^{2} \backslash\left[0, \frac{1}{10}\right]^{2}$. Similar to $[19]$ we construct a problem for which an analytic solution is known. For sake of simplicity, we choose nonhomogeneous Dirichlet data on $\Gamma_{0}$. We split

$$
u(x, y)=u_{1}(x, y)+u_{2}(x, y) \in C^{2}\left(\mathbb{R} \backslash\left[\begin{array}{c}
-1 / 20 \\
0
\end{array}\right]\right)
$$



Figure 4.3. The analytic solution $u$ on $\Omega$.
with the harmonic function

$$
u_{1}(x, y)=\frac{1}{100} \cdot \frac{\left(x+\frac{1}{20}\right)+y}{\left(x+\frac{1}{20}\right)^{2}+y^{2}} \in C^{\infty}\left(\mathbb{R} \backslash\left[\begin{array}{c}
-1 / 20 \\
0
\end{array}\right]\right)
$$

and the nonharmonic function $u_{2} \in C^{2}(\mathbb{R})$ defined by

$$
u_{2}(x, y)=2+ \begin{cases}\left(\frac{x^{2}}{0.3^{2}}+\frac{y^{2}}{0.2^{2}}-1\right)^{3}, & \text { if } \frac{x^{2}}{0.3^{2}}+\frac{y^{2}}{0.2^{2}} \leq 1, \\ 0, & \text { if } \frac{x^{2}}{0.3^{2}}+\frac{y^{2}}{0.2^{2}}>1\end{cases}
$$

The function $f$

$$
f:=-\triangle u_{2}(x, y) \in C^{1}(\mathbb{R})
$$

is compactly supported in the ellipse with semiaxis 0.3 and 0.2

$$
\operatorname{supp} f=\left\{(x, y) \in \mathbb{R}^{2}: \frac{x^{2}}{0.3^{2}}+\frac{y^{2}}{0.2^{2}} \leq 1\right\}
$$

Thus, setting

$$
g(x, y):=\left.u\right|_{\Gamma_{0}}(x, y)
$$

we obtain the following exterior boundary value problem

$$
\begin{aligned}
-\Delta u & =f & & \text { in } \mathbb{R}^{2} \backslash \Omega_{0} \\
u & =g & & \text { on } \Gamma_{0} \\
u(x) & =\mathcal{O}(1) & & \text { as }|x| \rightarrow \infty .
\end{aligned}
$$

We choose $\Omega_{1}$ as the ellipse with semiaxis 0.35 and 0.25 . The whole configuration is plotted in Figure 1.1. The function $u$ is plotted in Figure 4.3
4.2. Single-scale versus multiscale scheme. We list in Table 4.1 and Table 4.2 the effect of compression on the computing times of the BEM matrices $\mathbf{K}_{\phi}, \mathbf{V}_{\phi}, \mathbf{K}_{\psi}$ and $\mathbf{V}_{\psi}$. One can figure out of Table 4.1 that the break even point for the double layer operator $K$ is due to 1024 unknowns. For the single layer operator $V$ the break even point occurs much earlier, namely due to 256 unknowns. The reason is, that the wavelets required for the discretization of $K$ have comparatively large supports, which makes the computation of an entry more expensive. Anyhow, the economy of required main memory is enormous in comparison to the classical scheme, as one can see from the compression rates. Moreover, one has to complete that the compression would be even better by applying a second compression, see [25]. Combining both compressions asymptotically only $\mathcal{O}\left(N_{J}^{\Gamma}\right)$ entries have to be computed.

| $N_{J}^{\Gamma}$ | $\mathrm{nnz}\left(\mathbf{K}_{\psi}\right)$ in $\%$ | $T\left(\mathbf{K}_{\phi}\right)$ in sec. | $T\left(\mathbf{K}_{\psi}\right)$ in sec. |
| :---: | :---: | :---: | :---: |
| 32 | 100.00 | 0.01 | 0.01 |
| 64 | 86.426 | 0.02 | 0.04 |
| 128 | 59.033 | 0.06 | 0.16 |
| 256 | 36.688 | 0.23 | 0.45 |
| 512 | 21.698 | 0.98 | 1.16 |
| 1024 | 12.534 | 4.57 | 2.94 |
| 2048 | 7.0668 | 18.9 | 7.54 |

Table 4.1. Number of nonzero elements in \% of the BEM matrix $\mathbf{K}_{\psi}$ and computing times of $\mathbf{K}_{\phi} / \mathbf{K}_{\psi}$ in seconds.

| $N_{J}^{\Gamma}$ | $\mathrm{nnz}\left(\mathbf{V}_{\psi}\right)$ in $\%$ | $T\left(\mathbf{V}_{\phi}\right)$ in sec. | $T\left(\mathbf{V}_{\psi}\right)$ in sec. |
| :---: | :---: | :---: | :---: |
| 32 | 94.531 | 0.01 | 0.03 |
| 64 | 68.457 | 0.04 | 0.06 |
| 128 | 43.726 | 0.16 | 0.20 |
| 256 | 26.685 | 0.66 | 0.59 |
| 512 | 15.768 | 2.75 | 1.47 |
| 1024 | 8.9458 | 11.3 | 3.75 |
| 2048 | 5.0101 | 47.1 | 9.31 |

Table 4.2. Number of nonzero elements in \% of the BEM matrix $\mathbf{V}_{\psi}$ and computing times of $\mathbf{V}_{\phi} / \mathbf{V}_{\psi}$ in seconds.

Next, we compare the accuracy of the solutions obtained from the single-scale scheme and from the compressed multiscale scheme. One can figure out of Table 4.3 the $L^{2}$-errors of the numerical solutions $u_{\phi}, \lambda_{\phi}$, respectively, and the absolute error of the constant $c_{\phi}$. The corresponding errors of $u_{\psi}, \lambda_{\psi}$ and $c_{\psi}$ obtained from the compressed multiscale scheme are given in Table 4.4. Comparing both tables one finds that our compression strategy does not decrease the accuracy of the solution.

| $N_{J}^{\Omega}$ | $N_{J}^{\Gamma}$ | $\left\\|u-u_{\phi}\right\\|_{L^{2}(\Omega)}$ | $\left\\|\lambda-\lambda_{\phi}\right\\|_{L^{2}(0,1)}$ | $\left\|c-c_{\phi}\right\|$ |
| :---: | :---: | :---: | :---: | :---: |
| 188 | 32 | $9.3063 \mathrm{e}-03$ | $5.9979 \mathrm{e}-02$ | $3.1150 \mathrm{e}-03$ |
| 696 | 64 | $3.7929 \mathrm{e}-03$ | $1.6400 \mathrm{e}-02$ | $4.3119 \mathrm{e}-03$ |
| 2672 | 128 | $7.7040 \mathrm{e}-04$ | $4.6377 \mathrm{e}-03$ | $7.7151 \mathrm{e}-04$ |
| 10464 | 256 | $1.3317 \mathrm{e}-04$ | $1.3902 \mathrm{e}-03$ | $5.6473 \mathrm{e}-05$ |
| 41408 | 512 | $3.9053 \mathrm{e}-05$ | $4.1934 \mathrm{e}-04$ | $2.9662 \mathrm{e}-05$ |
| 164736 | 1024 | $8.6537 \mathrm{e}-06$ | $1.3361 \mathrm{e}-04$ | $4.7211 \mathrm{e}-06$ |
| 657152 | 2048 | $2.0511 \mathrm{e}-06$ | $4.4152 \mathrm{e}-05$ | $6.4501 \mathrm{e}-07$ |

TABLE 4.3. Accuracy of the traditional scheme.

| $N_{J}^{\Omega}$ | $N_{J}^{\Gamma}$ | $\left\\|u-u_{\psi}\right\\|_{L^{2}(\Omega)}$ | $\left\\|\lambda-\lambda_{\psi}\right\\|_{L^{2}(0,1)}$ | $\left\|c-c_{\psi}\right\|$ |
| :---: | :---: | :---: | :---: | :---: |
| 188 | 32 | $9.3063 \mathrm{e}-03$ | $5.9980 \mathrm{e}-02$ | $3.1150 \mathrm{e}-03$ |
| 696 | 64 | $3.7929 \mathrm{e}-03$ | $1.6402 \mathrm{e}-02$ | $4.3119 \mathrm{e}-03$ |
| 2672 | 128 | $7.7040 \mathrm{e}-04$ | $4.6409 \mathrm{e}-03$ | $7.7152 \mathrm{e}-04$ |
| 10464 | 256 | $1.3317 \mathrm{e}-04$ | $1.3907 \mathrm{e}-03$ | $5.6466 \mathrm{e}-05$ |
| 41408 | 512 | $3.9051 \mathrm{e}-05$ | $4.2303 \mathrm{e}-04$ | $2.9680 \mathrm{e}-05$ |
| 164736 | 1024 | $8.6512 \mathrm{e}-06$ | $1.4341 \mathrm{e}-04$ | $4.7292 \mathrm{e}-06$ |
| 657152 | 2048 | $2.0487 \mathrm{e}-06$ | $7.5080 \mathrm{e}-05$ | $6.5146 \mathrm{e}-07$ |

TABLE 4.4. Accuracy of the compressed scheme.
4.3. Comparison of the iterative solvers. In TABLE 4.5 we list the number of iterations required by GMRES [24] and MINRES [23] to solve the nonsymmetric system (3.33) and the symmetric system (3.34), respectively. We compare the particularly preconditioned single-scale scheme and the full preconditioned multiscale scheme, more precisely:

- $\mathrm{GMRES}_{\phi}$ and MINRES $\phi_{\phi}$ : Single-scale scheme, where only the FEM part $\mathbf{A}_{\phi}+\mathbf{W}_{\phi}$ is preconditioned by BPX, the BEM part $\mathbf{V}_{\phi}$ is not preconditioned.
- $\operatorname{GMRES}_{\psi}$ and MINRES $_{\psi}$ : Multiscale scheme, the FEM and the BEM part are preconditioned by BPX and a diagonal scaling of $\mathbf{V}_{\psi}$. Note, a diagonal scaling of $\mathbf{V}_{\psi}$ is easier to implement than the application of $\mathbf{D}$ (3.32) and improves the wavelet preconditioner.

The iteration starts always with the initial vector $\mathbf{0}$ and stops when the residual norm is less than 1e-6. Since the system becomes very large, we limited the required main memory by restarting the GMRES algorithm after 20 iteration steps. As one can figure out of TABLE 4.5, the number of iterations of GMRES are not improved by the full preconditioned multiscale scheme. We want to remark, that this is not really astonishing, since for nonsymmetric systems a bounded condition number does not prove optimal convergency of an iterative solver. Nevertheless, in the case of MINRES, preconditioning the single layer potential improves the number of iterations quite a lot.

Remark 4.1. In all the above cases we apply the BPX preconditioner described in section 3.1. Of course, by a diagonal scaling on each level one would reach somewhat lower iteration numbers, but the implementation is much more difficult.

| $N_{J}^{\Omega}$ | $N_{J}^{\Gamma}$ | GMRES $_{\phi}$ | GMRES $_{\psi}$ | MINRES $_{\phi}$ | MINRES $_{\psi}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 188 | 32 | 48 | 50 | 79 | 72 |
| 696 | 64 | 56 | 55 | 119 | 95 |
| 2672 | 128 | 58 | 61 | 163 | 109 |
| 10464 | 256 | 62 | 69 | 212 | 117 |
| 41408 | 512 | 69 | 73 | 283 | 124 |
| 164736 | 1024 | 73 | 77 | 358 | 130 |
| 657152 | 2048 | 81 | 79 | 457 | 136 |

Table 4.5. Number of iterations required by GMRES and MINRES to attain a residual norm less than 1e-6.

The speed-up by using the different wavelet Galerkin schemes is shown in Table 4.6. We measure the time for building up all matrices and solving the system. Since the differences in computation time of the BEM matrices (Table 4.1 and Table 4.2) and in number of iterations of GMRES and MINRES (Table 4.5) is not as big as the speed-up, the big speed-up of the compressed wavelet Galerkin schemes is obviously based on the much cheaper matrix-vector-multiplication for the BEM matrices.

| $N_{J}^{\Omega}$ | $N_{J}^{\Gamma}$ | $T\left(\mathrm{GMRES}_{\phi}\right)$ | $T\left(\mathrm{GMRES}_{\psi}\right)$ | $T\left(\right.$ MINRES $\left._{\phi}\right)$ | $T\left(\mathrm{MINRES}_{\psi}\right)$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 188 | 32 | 0.520 | 0.860 | 0.590 | 0.960 |
| 696 | 64 | 1.110 | 1.960 | 1.560 | 2.700 |
| 2672 | 128 | 3.250 | 5.520 | 5.170 | 7.480 |
| 10464 | 256 | 19.55 | 19.94 | 45.83 | 24.37 |
| 41408 | 512 | 137.1 | 74.21 | 422.1 | 85.14 |
| 164736 | 1024 | 774.1 | 294.1 | 2964 | 316.7 |
| 657152 | 2048 | 3703 | 1297 | 15967 | 1403 |

TABLE 4.6. Overall CPU time in seconds required to build up all matrices and to solve the linear system with GMRES and MINRES.

The next table gives the numbers of iterations and the overall computing times required by Bramble-Pasciack's CG. Since we do not have a preconditioner for the single layer operator in the single-scale bases, we only list the results of the multiscale scheme. As one can figure out of Table 4.7 this solver is that one, which requires least iterations steps. Consequently, it is the fasted one.

| $N_{J}^{\Omega}$ | $N_{J}^{\Gamma}$ | $\mathrm{CG}_{\psi}$ | $T\left(\mathrm{CG}_{\psi}\right)$ |
| :---: | :---: | :---: | :---: |
| 188 | 32 | 37 | 0.570 |
| 696 | 64 | 43 | 1.380 |
| 2672 | 128 | 46 | 3.740 |
| 10464 | 256 | 46 | 10.69 |
| 41408 | 512 | 47 | 35.12 |
| 164736 | 1024 | 48 | 121.7 |
| 657152 | 2048 | 49 | 484.8 |

TABLE 4.7. Number of iterations and overall CPU time in seconds of the Bramble-Pasciack-CG.
4.4. Nested iteration. As we have seen in subsection 1.3 our discretization yields two sequences of nested subspaces

$$
V_{0}^{\Omega} \subset V_{1}^{\Omega} \subset \ldots \subset H^{1}(\Omega), \quad V_{0}^{\Gamma} \subset V_{1}^{\Gamma} \subset \ldots \subset H^{-1 / 2}(0,1)
$$

Hence, to reduce the computing time for solving the given linear equation system we may apply multigrid techniques. The crucial idea of nested iterations is to employ the solution attained on the level $j$ as initial guess for the solving step on level $j+1$. More precisely, to get the numerical solution $\left(u^{(J)}, \lambda^{(J)}, c^{(J)}\right)$ on level $J$ one follows the algorithm:

1. Solve the linear system on the coarsest level 0 with initial guess $(0,0,0)$ to obtain the numerical solution $\left(u^{(0)}, \lambda^{(0)}, c^{(0)}\right)$. Set $j:=0$.
2. Increase $j:=j+1$. Prolongate the solution $\left(u^{(j-1)}, \lambda^{(j-1)}, c^{(j-1)}\right)$ of level $j-1$ onto level $j$ to get $\left(\tilde{u}^{(j)}, \tilde{\lambda}^{(j)}, \tilde{c}^{(j)}\right)$. Solve the linear system on level $j$ with initial guess $\left(\tilde{u}^{(j)}, \tilde{\lambda}^{(j)}, \tilde{c}^{(j)}\right)$ which yields the solution $\left(u^{(j)}, \lambda^{(j)}, c^{(j)}\right)$.
3. If $j=J$ then stop else goto item 2 .

According to [15], by this algorithm one obtains combined with a preconditioned iterative solver an optimal scheme, i.e., for the computation of the solution on level $J$ only $\mathcal{O}\left(N_{J}^{\Omega}\right)$ operations are necessary.

Since the Bramble-Pasciack-CG is the fasted solver, we have implemented the nested iteration algorithm based on this solver. In TABLE 4.8 we list the results obtained for the multiscale scheme for $N_{J}^{\Omega}=657152$ and $N_{J}^{\Gamma}=2048$. In the fourth column we list the number of iterations required to solve (with the prolongated solution from the last level as initial guess) the system until the residual norm is less than an level depending $\varepsilon=\varepsilon(j)$. This $\varepsilon$ should behave like the discretization error, i.e., one may solve the system on coarser levels with less accuracy than on higher levels. Of course, for a fair comparison we choose $\varepsilon(J)=1 e-6$ like in the above schemes. In the fifth column we give the time for building up the system on level $j$ and solving them while in the last column we sum up them. Hence, for solving the whole system on level $J=7$ the nested iteration takes 336.8
seconds. Since the Bramble-Pasciack-CG requires 484.8 seconds this means a speed-up of $30 \%$.

| $j$ | $N_{J}^{\Omega}$ | $N_{J}^{\Gamma}$ | $\mathrm{CG}_{\psi}$ | $T\left(\mathrm{CG}_{\psi}\right)$ | $\Sigma T\left(\mathrm{CG}_{\psi}\right)$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 54 | 16 | 14 | 0.270 | 0.270 |
| 1 | 188 | 32 | 13 | 0.240 | 0.510 |
| 2 | 696 | 64 | 12 | 0.540 | 1.050 |
| 3 | 2672 | 128 | 16 | 1.720 | 2.770 |
| 4 | 10464 | 256 | 18 | 5.640 | 8.410 |
| 5 | 41408 | 512 | 16 | 17.28 | 25.69 |
| 6 | 164736 | 1024 | 18 | 63.81 | 89.50 |
| 7 | 657152 | 2048 | 18 | 247.4 | 336.8 |

Table 4.8. Nested iteration for $J=7$.

## 5. Concluding Remarks

In the present paper we explore a biorthogonal wavelet based approximation for the coupling of FEM-BEM to solve two-dimensional exterior Dirichlet boundary problems for the Laplacian. We also discuss several iterative solvers and preconditioning techniques based on the norm equivalences of wavelet bases. From all numerical experiments, for the wavelet compression performed and for the preconditioning, satisfactory results are obtained. These prove the possibilities of this method.

## References

[1] G. Beyclin, R. Coifman, and V. Rokhlin. The fast wavelet transform and numerical algorithms. Comm. Pure and Appl. Math., 44:141-183, 1991.
[2] J. Bramble and J. Pasciak. A preconditioner technique for indefinite systems resulting from mixed approximation of elliptic problems. Math. Comp., 50:1-17, 1988.
[3] J. Bramble, J. Pasciak, and J. Xu. Parallel multilevel preconditioners. Math. Comp., 55:1-22, 1990.
[4] C. Carstensen, M. Kuhn, and U. Langer. Fast parallel solvers for symmetric boundary element domain decomposition methods. Numer. Math., 79:321-347, 1998.
[5] A. Cohen, I. Daubechies, and J.-C. Feauveau. Biorthogonal bases of compactly supported wavelets. Pure Appl. Math., 45:485-560, 1992.
[6] M. Costabel and E.P. Stephan. Coupling of finite element and boundary element methods for an elasto-plastic interface problem. SIAM J. Numer. Anal., 27:1212-1226, 1988.
[7] W. Dahmen. Wavelet and multiscale methods for operator equations. Acta Numerica, 6:55228, 1997.
[8] W. Dahmen and A. Kunoth. Multilevel preconditioning. Numer. Math., 63:315-344, 1992.
[9] W. Dahmen, S. Prößdorf, and R. Schneider. Wavelet approximation methods for pseudodifferential equations ii: Matrix compression and fast solution. Advances in Computational Mathematics, 1:259-335, 1993.
[10] W. Dahmen, S. Prößdorf, and R. Schneider. Multiscale methods for pseudodifferential equations on smooth manifolds. In C.K. Chui, L. Montefusco, and L. Puccio, editors, Proceedings of the International Conference on Wavelets: Theory, Algorithms, and Applications, pages 385-424, 1994.
[11] C. de Boor. A practical guide to splines. Springer, 1978.
[12] G. Gatica and G. Hsiao. On the coupled BEM and FEM for a nonlinear exterior Dirichlet problem in $\mathbb{R}^{2}$. Numer. Math., 61:171-214, 1992.
[13] G. Golub and C. van Loan. Matrix computations. The Johns Hopkins University Press, Baltimore and London, 3rd edition, 1996.
[14] L. Greengard and V. Rohklin. A fast algorithm for particle simulation. J. Comput. Phys., 73:325-348, 1987.
[15] W. Hackbusch. Multigrid methods and applications, volume 4 of Springer series in computational mathematics. Springer, Berlin, 1985.
[16] W. Hackbusch. Integralgleichung. B.G. Teubner, Stuttgart, 1989.
[17] W. Hackbusch and Z.P. Nowak. On the fast matrix multiplication in the boundary element method by panel clustering. Numer. Math., 54:463-491, 1989.
[18] H. Han. A new class of variational formulation for the coupling of finite and boundary element methos. J. Comput. Math., 8(3):223-232, 1990.
[19] H. Harbrecht, F. Paiva, C. Pérez, and R. Schneider. Biorthogonal wavelet approximation for the coupling of FEM-BEM. TU Chemnitz, Preprint SFB 393/99-32, 1999. submitted to Numer. Math.
[20] N. Heuer, M. Maischak, and E. Stephan. Preconditioned minimum residual iteration for the h-p-version of the coupled FEM/BEM with quasi-uniform meshes. (to appear).
[21] N. Heuer and E. Stephan. Preconditioners for the p-version of the Galerkin method for a coupled finite element/boundary element system. Numer. Methods Partial Differential Eq., 14(1):47-61, 1998.
[22] S. Meddahi. An optimal iterative process for the Johnson-Nedelec method of coupling boundary and finite elements. SIAM J. Numer. Anal., 35(4):1393-1415, 1998.
[23] C.C. Page and M.A. Saunders. Solution of sparse indefinite systems of linear equations. SIAM J. Num. Anal., 18:617-629, 1975.
[24] Y. Saad and M.H. Schultz. GMRES: A generalized minimal residual algorithm for solving nonsymmetrik linear systems. SIAM J. Sci. Stat. Comput., 7:856-869, 1986.
[25] R. Schneider. Multiskalen- und Wavelet-Matrixkompression: Analysisbasierte Methoden zur Lösung großer vollbesetzter Gleichungssyteme. B.G. Teubner, Stuttgart, 1998.
[26] A. Zenisek. Nonlinear elliptic and evolution problems and their finite element approximation. Academic Press, 1990.

Other titles in the SFB393 series:

99-01 P. Kunkel, V. Mehrmann, W. Rath. Analysis and numerical solution of control problems in descriptor form. January 1999.
99-02 A. Meyer. Hierarchical preconditioners for higher order elements and applications in computational mechanics. January 1999.
99-03 T. Apel. Anisotropic finite elements: local estimates and applications (Habilitationsschrift). January 1999.
99-04 C. Villagonzalo, R. A. Römer, M. Schreiber. Thermoelectric transport properties in disordered systems near the Anderson transition. February 1999.
99-05 D. Michael. Notizen zu einer geometrisch motivierten Plastizitätstheorie. Februar 1999.
99-06 T. Apel, U. Reichel. SPC-PM Po 3D V 3.3, User's Manual. February 1999.
99-07 F. Tröltzsch, A. Unger. Fast solution of optimal control problems in the selective cooling of steel. March 1999.
99-08 W. Rehm, T. Ungerer (Eds.). Ausgewählte Beiträge zum 2. Workshop Cluster-Computing 25./26. März 1999, Universität Karlsruhe. März 1999.

99-09 M. Arav, D. Hershkowitz, V. Mehrmann, H. Schneider. The recursive inverse eigenvalue problem. March 1999.
99-10 T. Apel, S. Nicaise, J. Schöberl. Crouzeix-Raviart type finite elements on anisotropic meshes. May 1999.
99-11 M. Jung. Einige Klassen iterativer Auflösungsverfahren (Habilitationsschrift). Mai 1999.
99-12 V. Mehrmann, H. Xu. Numerical methods in control, from pole assignment via linear quadratic to $H_{\infty}$ control. June 1999.
99-13 K. Bernert, A. Eppler. Two-stage testing of advanced dynamic subgrid-scale models for Large-Eddy Simulation on parallel computers. June 1999.
99-14 R. A. Römer, M. E. Raikh. The Aharonov-Bohm effect for an exciton. June 1999.
99-15 P. Benner, R. Byers, V. Mehrmann, H. Xu. Numerical computation of deflating subspaces of embedded Hamiltonian pencils. June 1999.
99-16 S. V. Nepomnyaschikh. Domain decomposition for isotropic and anisotropic elliptic problems. July 1999.
99-17 T. Stykel. On a criterion for asymptotic stability of differential-algebraic equations. August 1999.

99-18 U. Grimm, R. A. Römer, M. Schreiber, J. X. Zhong. Universal level-spacing statistics in quasiperiodic tight-binding models. August 1999.
99-19 R. A. Römer, M. Leadbeater, M. Schreiber. Numerical results for two interacting particles in a random environment. August 1999.
99-20 C. Villagonzalo, R. A. Römer, M. Schreiber. Transport Properties near the Anderson Transition. August 1999.
99-21 P. Cain, R. A. Römer, M. Schreiber. Phase diagram of the three-dimensional Anderson model of localization with random hopping. August 1999.
99-22 M. Bollhöfer, V. Mehrmann. A new approach to algebraic multilevel methods based on sparse approximate inverses. August 1999.
$99-23$ D. S. Watkins. Infinite eigenvalues and the QZ algorithm. September 1999.
99-24 V. Uski, R. A. Römer, B. Mehlig, M. Schreiber. Incipient localization in the Anderson model. August 1999.
99-25 A. Meyer. Projected PCGM for handling hanging in adaptive finite element procedures. September 1999.
99-26 F. Milde, R. A. Römer, M. Schreiber. Energy-level statistics at the metal-insulator transition in anisotropic system. September 1999.
99-27 F. Milde, R. A. Römer, M. Schreiber, V. Uski. Critical properties of the metal-insulator transition in anisotropic systems. October 1999.
99-28 M. Theß. Parallel multilevel preconditioners for thin shell problems. November 1999.

99-29 P. Biswas, P. Cain, R. A. Römer, M. Schreiber. Off-diagonal disorder in the Anderson model of localization. November 1999.
99-30 C. Mehl. Anti-triangular and anti-m-Hessenberg forms for Hermitian matrices and pencils. November 1999.
99-31 A. Barinka, T. Barsch, S. Dahlke, M. Konik. Some remarks for quadrature formulas for refinable functions and wavelets. November 1999.
99-32 H. Harbrecht, C. Perez, R. Schneider. Biorthogonal wavelet approximation for the coupling of FEM-BEM. November 1999.
99-33 C. Perez, R. Schneider. Wavelet Galerkin methods for boundary integral equations and the coupling with finite element methods. November 1999.
99-34 W. Dahmen, A. Kunoth, R. Schneider. Wavelet least squares methods for boundary value problems. November 1999.
99-35 S. I. Solovev. Convergence of the modified subspace iteration method for nonlinear eigenvalue problems. November 1999.
99-36 B. Heinrich, B. Nkemzi. The Fourier-finite-element method for the Lamé equations in axisymmetric domains. December 1999.
99-37 T. Apel, F. Milde, U. Reichel. SPC-PM Po 3D v 4.0 - Programmers Manual II. December 1999.

99-38 B. Nkemzi. Singularities in elasticity and their treatment with Fourier series. December 1999.
99-39 T. Penzl. Eigenvalue decay bounds for solutions of Lyapunov equations: The symmetric case. December 1999.
99-40 T. Penzl. Algorithms for model reduction of large dynamical systems. December 1999.
00-01 G. Kunert. Anisotropic mesh construction and error estimation in the finite element method. January 2000.
00-02 V. Mehrmann, D. Watkins. Structure-preserving methods for computing eigenpairs of large sparse skew-Hamiltonian/Hamiltonian pencils. January 2000.
00-03 X. W. Guan, U. Grimm, R. A. Römer, M. Schreiber. Integrable impurities for an open fermion chain. January 2000.
00-04 R. A. Römer, M. Schreiber, T. Vojta. Disorder and two-particle interaction in low-dimensional quantum systems. January 2000.
00-05 P. Benner, R. Byers, V. Mehrmann, H. Xu. A unified deflating subspace approach for classes of polynomial and rational matrix equations. January 2000.
00-06 M. Jung, S. Nicaise, J. Tabka. Some multilevel methods on graded meshes. February 2000.
The complete list of current and former preprints is available via http://www.tu-chemnitz.de/sfb393/preprints.html.

Fakultät für Mathematik, Technische Universität Chemnitz, 09107 Chemnitz, GerMANY.

E-mail address: helmut.harbrecht@mathematik.tu-chemnitz.de

Departamento de Ingeniería Matemática, Universidad de Concepción, Casilla 160C, Concepción, Chile.

E-mail address: fpaiva@ing-mat.udec.cl

Departamento de Ingeniería Matemática, Universidad de Concepción, Casilla 160C, Concepción, Chile.
E-mail address: cperez@ing-mat.udec.cl

Fakultät für Mathematik, Technische Universität Chemnitz, 09107 Chemnitz, GerMANY.

E-mail address: reinhold.schneider@mathematik.tu-chemnitz.de

