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#### Abstract

Existing convergence rate results for sparsity promoting regularization of Tikhonov-type rely on injectivity of the considered operator or at least on slightly weakened injectivity assumptions (finite basis injectivity or restricted isometry property). We extend such results to non-injective operators by formulating a suitable variational source condition, which then is characterized in the language of range conditions with respect to the range of the adjoint operator.

As a special case we consider operator equations with uniquely determined 1-norm minimizing solutions. Based on the developed characterization of a variational source condition we also provide convergence rates for the case that solutions are not sparse.


## 1 Setting and notation

### 1.1 Setting

Let $Y$ be some Banach space over the real numbers and denote by $\ell^{1}$ the set of all real-valued absolutely summable sequences $x=\left(x_{k}\right)_{k \in \mathbb{N}}$ equipped

[^0]with the norm
$$
\|x\|=\sum_{k \in \mathbb{N}}\left|x_{k}\right| .
$$

This is a Banach space, too.
We investigate linear operator equations

$$
\begin{equation*}
A x=y^{\dagger} \tag{1.1}
\end{equation*}
$$

with a bounded linear operator $A: \ell^{1} \rightarrow Y$, where $y^{\dagger}$ belongs to the range of $A$ and $x$ is the element to be determine or to be approximated.

Instead of $y^{\dagger}$ there might be only a noisy version $y^{\delta}$ be accessible, which not necessarily belongs to the range $\mathcal{R}(A)$ of $A$, and we assume that both elements are connected by

$$
\left\|y^{\delta}-y^{\dagger}\right\| \leq \delta
$$

The non-negative number $\delta$ can be regarded as the noise level.
As will be made precise in Section 2, equations (1.1) with an operator working on the space $\ell^{1}$ are typically ill-posed and, thus, require regularization. To find stable approximate solutions we search for minimizers of the Tikhonov-type functional

$$
\begin{equation*}
T_{\alpha}^{y^{\delta}}(x):=\frac{1}{p}\left\|A x-y^{\delta}\right\|^{p}+\alpha\|x\| \tag{1.2}
\end{equation*}
$$

over all $x$ in $\ell^{1}$. Here, the exponent satisfies $p \geq 1$ and $\alpha$ is a positive regularization parameter controlling the trade-off between data-fitting and stability. Typically, the minimizers are sparse (cf. Proposition 2.2). That is, only finitely many components are not zero. Such sparsity promoting regularization methods are widely used in practice.

Our aim is to establish a variational source condition

$$
\begin{equation*}
\beta E\left(x, x^{\dagger}\right) \leq\|x\|-\left\|x^{\dagger}\right\|+\varphi\left(\left\|A x-A x^{\dagger}\right\|\right) \quad \text { for all } x \in \ell^{1}, \tag{1.3}
\end{equation*}
$$

where $\beta$ is a non-negative constant, $x^{\dagger}$ is a solution to (1.1), $E$ is some functional expressing the deviation of $x$ from $x^{\dagger}$ (details will be provided in Section 4), and $\varphi$ is a concave index function. Here, a non-negative function $\varphi:[0, \infty) \rightarrow[0, \infty)$ is called index function if it is continuous and strictly increasing and satisfies $\varphi(0)=0$. Variational source conditions were introduced in [15] and further developed during the past years in [18, 14, 4, $12,8]$.

Denoting by $x_{\alpha}^{\delta}$ some minimizer of $T_{\alpha}^{y^{\delta}}$, such a variational source condition yields estimates

$$
\begin{equation*}
E\left(x_{\alpha}^{\delta}, x^{\dagger}\right) \leq c \varphi(\delta) \quad \text { for all } \delta>0 \tag{1.4}
\end{equation*}
$$

with some positive constant $c$, if $\alpha$ is chosen appropriately in dependence of $\delta$.

Such estimates (1.4) already have been obtained with general concave $\varphi$ for injective $A$ in [6] and with linear $\varphi$ for almost injective $A$ in [13] (see also references therein). Here, almost injective means, roughly speaking, that injectivity is required on finite-dimensional subspaces (finite basis injectivity, restricted isometry property). For a detailed discussion of such conditions we refer to [13]. In finite-dimensional settings estimates (1.4) were first obtained in [7]. In the present paper we do not require any injectivity-type assumptions for proving convergence rates in an infinite-dimensional setting. Thus, we overcome the limitations of the convergence rates results in [13] and [6]. Even if applied to finite-dimensional spaces our results extend existing ones. Further discussion of sufficient conditions for convergence rates for $\ell^{1}$-regularization can be found in $[17,19,3,2,9,10]$

## $1.2 \quad \ell^{1}$ and related spaces

In the sequel we need several facts about the space $\ell^{1}$ and related notation, which we now recall. By $c_{0}$ we denote the Banach space of all real-valued sequences converging to zero equipped with the norm

$$
\|u\|=\sup _{k \in \mathbb{N}}\left|u_{k}\right| .
$$

Its topological dual is $\ell^{1}$, allowing us to introduce the notion of weak* convergence in $\ell^{1}$. We say that a sequence $\left(x^{(n)}\right)_{n \in \mathbb{N}}$ in $\ell^{1}$ converges weakly* to $x$ if

$$
\lim _{n \rightarrow \infty}\left\langle x^{(n)}, u\right\rangle=\langle x, u\rangle \quad \text { for all } u \in c_{0} .
$$

Here, $\langle\cdot, \cdot\rangle$ denotes the duality pairing between a space and its dual. The first argument is always the element from the dual of the space from which the second argument comes.

With respect to the weak* topology bounded sets in $\ell^{1}$ are sequentially relatively compact. That is, each sequence in a bounded set contains a subsequence which converges weakly* to an element in $\ell^{1}$. In addition the norm of $\ell^{1}$ is weak* sequentially lower semi-continuous, meaning that for
each sequence $\left(x^{(n)}\right)_{n \in \mathbb{N}}$ in $\ell^{1}$ converging weakly* to some $x$ in $\ell^{1}$ we have

$$
\|x\| \leq \liminf _{n \rightarrow \infty}\left\|x^{(n)}\right\|
$$

The topological dual of $\ell^{1}$ is the space $\ell^{\infty}$ of all real-valued bounded sequences with the norm

$$
\|\xi\|=\sup _{k \in \mathbb{N}}\left|\xi_{k}\right| .
$$

But the dual of $\ell^{\infty}$ is not $\ell^{1}$.

### 1.3 Convex analysis

For a proper convex function $f: X \rightarrow(-\infty, \infty]$ on some Banach space $X$ we denote by

$$
\partial f(x):=\left\{\xi \in X^{*}: f(\tilde{x}) \geq f(x)+\langle\xi, \tilde{x}-x\rangle \text { for all } \tilde{x} \in X\right\}
$$

the subdifferential of $f$ at $x$. The elements of $\partial f(x)$ are called subgradients.
Given a convex subset $A$ of some Banach space $X$ and an element $x$ of $A$ the set

$$
\begin{equation*}
N_{A}(x):=\left\{\xi \in X^{*}:\langle\xi, \tilde{x}-x\rangle \leq 0 \text { for all } \tilde{x} \in A\right\} \tag{1.5}
\end{equation*}
$$

is called normal cone of $A$ at $x$.

## 2 Existence, stability, convergence

We start with an extension of results obtained in [6, Prop. 2.4, Lemma 2.7].
Lemma 2.1. Denoting by $e^{(n)}$ the standard unit sequences in $\ell^{1}$ with a one at position $n$ and zeros else, the following assertions are equivalent.
(i) $\left(A e^{(n)}\right)_{n \in \mathbb{N}}$ converges weakly to zero.
(ii) $\mathcal{R}\left(A^{*}\right) \subseteq c_{0}$.
(iii) $A$ is sequentially weak*-to-weak continuous.

Proof. Let (i) be satisfied. Then for each $A^{*} \eta$ from $\mathcal{R}\left(A^{*}\right)$ we have

$$
\left[A^{*} \eta\right]_{k}=\left\langle A^{*} \eta, e^{(k)}\right\rangle=\left\langle\eta, A e^{(k)}\right\rangle \rightarrow 0 \quad \text { if } k \rightarrow \infty
$$

that is, $A^{*} \eta \in c_{0}$.

Now let (ii) be true. If we take a weakly* convergent sequence $\left(x^{(n)}\right)_{n \in \mathbb{N}}$ with limit $x$, then $\left\langle\eta, A x^{(n)}\right\rangle=\left\langle A^{*} \eta, x^{(n)}\right\rangle$ and since $A^{*} \eta$ belongs to $c_{0}$ and $\ell^{1}$ is the dual of $c_{0}$ we may write $\left\langle A^{*} \eta, x^{(n)}\right\rangle=\left\langle x^{(n)}, A^{*} \eta\right\rangle$. Thus,

$$
\left\langle\eta, A x^{(n)}\right\rangle=\left\langle x^{(n)}, A^{*} \eta\right\rangle \rightarrow\left\langle x, A^{*} \eta\right\rangle \quad \text { if } n \rightarrow \infty,
$$

showing

$$
\lim _{n \rightarrow \infty}\left\langle\eta, A x^{(n)}\right\rangle=\langle\eta, A x\rangle \quad \text { for all } \eta \in Y^{*} .
$$

Finally, from (iii) and from the obvious fact that $\left(e^{(n)}\right)_{n \in \mathbb{N}}$ converges weakly* to zero we immediately obtain (i).

Note that the conditions in the lemma are satisfied if $A$ can be extended to a bounded linear operator on $\ell^{2}$, the space of square-summable sequences. In [10] it was shown that equations (1.1) for which $\mathcal{R}\left(A^{*}\right) \subseteq c_{0}$ holds always are ill-posed of Nashed's ill-posedness type II (i.e., $\mathcal{R}(A)$ contains no closed infinite dimensional subspace).

Proposition 2.2. Let $\mathcal{R}\left(A^{*}\right) \subseteq c_{0}$. Then the following assertions are true.
(i) Existence: There exist solutions to (1.1) with minimal norm (referred to as norm minimizing solutions) and there exist minimizers of the Tikhonov-type functional (1.2). Further, all minimizer of $T_{\alpha}^{y^{\delta}}$ have only finitely many non-zero components.
(ii) Stability: If $\left(y_{n}\right)_{n \in \mathbb{N}}$ converges to $y^{\delta}$ and if $\left(x^{(n)}\right)_{n \in \mathbb{N}}$ is a corresponding sequence of minimizers of $T_{\alpha}^{y_{n}}$, then this second sequence has a weakly* convergent subsequence and each weak* convergent subsequence converges weakly* to a minimizer of $T_{\alpha}^{y^{\delta}}$.
(iii) Convergence: If $\left(\delta_{n}\right)_{n \in \mathbb{N}}$ converges to zero and if $\left(y_{n}\right)_{n \in \mathbb{N}}$ satisfies $\left\|y_{n}-y^{\dagger}\right\| \leq \delta_{n}$, then there is a sequence $\left(\alpha_{n}\right)_{n \in \mathbb{N}}$ such that each corresponding sequence of minimizers of $T_{\alpha_{n}}^{y_{n}}$ contains a weakly* convergent subsequence. Each such subsequence converges in norm to some norm minimizing solution of (1.1).

Proof. By the weak* sequential lower semi-continuity of the $\ell^{1}$-norm and by the weak* sequential relative compactness of bounded sets in $\ell^{1}$ we have weak* sequential compactness of closed balls in $\ell^{1}$ centered at zero. Taking also the sequential weak*-to-weak continuity of $A$ into account (see Lemma 2.1) we may apply standard results on Tikhonov-type regularization methods in Banach spaces [15, 8, 20]. Note that the $\ell^{1}$-norm satisfies the
so called weak* Kadec-Klee property, which yields convergence in norm in item (iii) of the proposition.

It only remains to show that each minimizer of (1.2) has only finitely many non-zero components. This is a consequence of $\mathcal{R}\left(A^{*}\right) \subseteq c_{0}$. By standard arguments from convex analysis we see that some $x$ is a minimizer of $T_{\alpha}^{y^{\delta}}$ if and only if there is some $\xi$ in $\ell^{\infty}$ such that

$$
-\xi \in \alpha \partial\|\cdot\|(x) \quad \text { and } \quad \xi \in A^{*} \partial\left(\left\|A \cdot-y^{\delta}\right\|^{p}\right)(x) .
$$

Thus, $\left|\xi_{k}\right|=\alpha$ whenever $x_{k} \neq 0$ and $\xi$ belongs to $c_{0}$. This is only possible if $x$ has at most finitely many non-zero components.

## 3 Distance to norm minimizing solutions

We do not assume injectivity of $A$. Thus, there might by many solutions to (1.1). We denote the set of all solutions by

$$
L:=\left\{x \in \ell^{1}: A x=y^{\dagger}\right\} .
$$

Even restricting our attention to norm minimizing solutions does not guarantee uniqueness, because the norm of $\ell^{1}$ is not strictly convex. The set of all norm minimizing solutions will be denoted by

$$
S:=\{x \in L:\|x\| \leq\|\tilde{x}\| \text { for all } \tilde{x} \in L\} .
$$

Obviously, all elements in $S$ have the same norm and we denote this value by $\|S\|$. In addition we immediately see that $S$ is closed and convex.

For $x$ in $\ell^{1}$ we denote by

$$
\operatorname{dist}(x, S):=\inf _{x^{\dagger} \in S}\left\|x-x^{\dagger}\right\|
$$

the distance of $x$ to the set $S$ of norm minimizing solutions.
Proposition 3.1. Let $\mathcal{R}\left(A^{*}\right) \subseteq c_{0}$. Then for each $x$ in $\ell^{1}$ there is some $x^{\dagger}$ in $S$ such that $\operatorname{dist}(x, S)=\left\|x-x^{\dagger}\right\|$.
Proof. This can be shown by standard arguments.
The next proposition states that all norm minimizing solutions lie in the same orthant.
Proposition 3.2. For each $k$ in $\mathbb{N}$ we have either $x_{k}^{\dagger} \geq 0$ for all $x^{\dagger}$ in $S$ or $x_{k}^{\dagger} \leq 0$ for all $x^{\dagger}$ in $S$.

Proof. Assume that there are $x^{\dagger}$ and $\tilde{x}^{\dagger}$ in $S$ with $x_{k}^{\dagger}<0$ and $\tilde{x}_{k}^{\dagger}>0$ for some $k$. Set

$$
t:=\frac{\tilde{x}_{k}^{\dagger}}{\tilde{x}_{k}^{\dagger}-x_{k}^{\dagger}}
$$

Then $t \in(0,1)$ and the convex combination $t x^{\dagger}+(1-t) \tilde{x}^{\dagger}$ belongs to $S$. We now have

$$
\begin{aligned}
\left\|t x^{\dagger}+(1-t) \tilde{x}^{\dagger}\right\| & =\sum_{l \neq k}\left|t x_{l}^{\dagger}+(1-t) \tilde{x}_{l}^{\dagger}\right| \leq t \sum_{l \neq k}\left|x_{l}^{\dagger}\right|+(1-t) \sum_{l \neq k}\left|\tilde{x}_{l}^{\dagger}\right| \\
& =\|S\|-\left(t\left|x_{k}^{\dagger}\right|+(1-t)\left|\tilde{x}_{k}^{\dagger}\right|\right)<\|S\|
\end{aligned}
$$

which is not possible for an element in $S$.
Justified by the proposition we define a sequence $\sigma^{S}=\left(\sigma_{k}^{S}\right)_{k \in \mathbb{N}}$ by

$$
\sigma_{k}^{S}:= \begin{cases}1, & \text { if there are } x^{\dagger} \text { in } S \text { with } x_{k}^{\dagger}>0 \\ -1, & \text { if there are } x^{\dagger} \text { in } S \text { with } x_{k}^{\dagger}<0 \\ 0, & \text { if } x_{k}^{\dagger}=0 \text { for all } x^{\dagger} \text { in } S\end{cases}
$$

Further we introduce the set

$$
\mathbb{1}^{S}:=\left\{\left(\sigma_{k}\right)_{k \in \mathbb{N}}: \sigma_{k} \in\{-1,0,1\} \text { for all } k \text { and } \sigma_{k}=0 \text { if } \sigma_{k}^{S}=0\right\}
$$

and for each $\sigma \in \mathbb{1}^{S}$ subsets $S(\sigma)$ of $S$ by
$S(\sigma):=\left\{x^{\dagger} \in S:\right.$ there is some $\xi \in N_{S}\left(x^{\dagger}\right)$ with

$$
\left.\xi_{k}=\sigma_{k} \text { if } \sigma_{k} \neq 0, \quad \xi_{k} \in(-1,1) \text { if } \sigma_{k}=0, \sigma_{k}^{S} \neq 0\right\}
$$

Here, $N_{x^{\dagger}}(S)$ denotes the normal cone of $S$ at $x^{\dagger}$, see (1.5). We can regard $S(\sigma)$ as the face of $S$ visible from direction $\sigma$.

Lemma 3.3. Let $\mathcal{R}\left(A^{*}\right) \subseteq c_{0}$. If $\sigma \in \mathbb{1}^{S}$ has only finitely many non-zero components, we have $S(\sigma) \neq \emptyset$.

Proof. Setting $\xi:=\sigma$ we show that there is some $x^{\dagger}$ in $S$ with $\xi \in N_{S}\left(x^{\dagger}\right)$, that is, $x^{\dagger}$ maximizes $\langle\xi, x\rangle$ over all $x$ in $S$. Let $\left(x^{(n)}\right)_{n \in \mathbb{N}}$ be a sequence in $S$ with

$$
\left\langle\xi, x^{(n)}\right\rangle \rightarrow c:=\sup _{x \in S}\langle\xi, x\rangle .
$$

This sequence is bounded and thus contains a subsequence converging weakly* to some $x^{\dagger}$ in $\ell^{1}$. The sequential weak*-to-weak continuity of $A$ (see Proposition 2.1) guarantees $x^{\dagger} \in L$ and the sequential weak* lower semi-continuity
of the $\ell^{1}$-norm yields $x^{\dagger} \in S$. Denoting the subsequence again by $\left(x^{(n)}\right)_{n \in \mathbb{N}}$ and noting that $\xi \in c_{0}$ we further obtain

$$
\begin{equation*}
c=\lim _{n \rightarrow \infty}\left\langle\xi, x^{(n)}\right\rangle=\lim _{n \rightarrow \infty}\left\langle x^{(n)}, \xi\right\rangle=\left\langle x^{\dagger}, \xi\right\rangle=\left\langle\xi, x^{\dagger}\right\rangle . \tag{3.1}
\end{equation*}
$$

Thus, $x^{\dagger}$ indeed maximizes $\langle\xi, \cdot\rangle$ over $S$.
Now we restrict our attention to subsets of $\ell^{1}$ on which $\operatorname{dist}(x, S)$ is almost affine. For $\sigma \in \mathbb{1}^{S}$ and $x^{\dagger} \in S$ we define

$$
\begin{aligned}
& M_{x^{\dagger}}(\sigma):=\left\{x \in \ell^{1}: x_{k}\right. \geq x_{k}^{\dagger} \text { if } \sigma_{k} \\
&=1, \\
& x_{k} \leq x_{k}^{\dagger} \text { if } \sigma_{k}=-1, \\
& x_{k}\left.=x_{k}^{\dagger} \text { if } \sigma_{k}=0, \sigma_{k}^{S} \neq 0\right\} .
\end{aligned}
$$

The sets $M_{x^{\dagger}}(\sigma)$ are obviously closed and convex and we always have $x^{\dagger} \in$ $M_{x^{\dagger}}(\sigma)$.

Proposition 3.4. Let $\sigma \in \mathbb{1}^{S}$ and let $x^{\dagger} \in S(\sigma)$. Then

$$
\operatorname{dist}(x, S)=\left\langle\sigma, x-x^{\dagger}\right\rangle+\sum_{k: \sigma_{k}^{S}=0}\left|x_{k}\right| \quad \text { for all } x \in M_{x^{\dagger}}(\sigma) .
$$

Proof. As a standard result of convex analysis we have dist $(x, S)=\left\|x-x^{\dagger}\right\|$ if and only if there is some $\xi$ in the normal cone $N_{S}\left(x^{\dagger}\right)$ such that $\xi \in$ $-\partial\|x-\cdot\|\left(x^{\dagger}\right)$. On the one hand we have

$$
\begin{aligned}
-\partial\|x-\cdot\|\left(x^{\dagger}\right)=\partial\|\cdot\|\left(x-x^{\dagger}\right)=\left\{\tilde{\xi} \in \ell^{\infty}:\right. & \tilde{\xi}_{k}
\end{aligned}=1 \text { if } x_{k}>x_{k}^{\dagger},, ~ \begin{aligned}
\tilde{\xi}_{k} & =-1 \text { if } x_{k}<x_{k}^{\dagger}, \\
\tilde{\xi}_{k} & \left.\in[-1,1] \text { if } x_{k}=x_{k}^{\dagger}\right\} .
\end{aligned}
$$

On the other hand, $x^{\dagger} \in S(\sigma)$ and $x \in M_{x^{\dagger}}(\sigma)$ imply that there is some $\xi$ in $N_{S}\left(x^{\dagger}\right)$ such that

$$
\xi_{k}\left\{\begin{array}{ll}
=1, & \text { if } x_{k}>x_{k}^{\dagger}, \\
=-1, & \text { if } x_{k}<x_{k}^{\dagger}, \\
\in[-1,1], & \text { if } x_{k}=x_{k}^{\dagger}
\end{array} \text { for all } k \text { with } \sigma_{k}^{S} \neq 0\right.
$$

If we now define $\tilde{\xi}$ by

$$
\tilde{\xi}_{k}:= \begin{cases}\xi_{k}, & \text { if } \sigma_{k}^{S} \neq 0 \\ 1, & \text { if } \sigma_{k}^{S}=0, x_{k} \geq 0 \\ -1, & \text { if } \sigma_{k}^{S}=0, x_{k}<0\end{cases}
$$

we immediately see, that $\tilde{\xi} \in-\partial\|x-\cdot\|\left(x^{\dagger}\right)$ (remember $x_{k}^{\dagger}=0$ if $\sigma_{k}^{S}=0$ ). From $\xi \in N_{S}\left(x^{\dagger}\right)$ we have

$$
\left\langle\xi, \tilde{x}^{\dagger}-x^{\dagger}\right\rangle \leq 0 \quad \text { for all } \tilde{x}^{\dagger} \in S,
$$

which together with

$$
\left\langle\tilde{\xi}, \tilde{x}^{\dagger}-x^{\dagger}\right\rangle=\sum_{k: \sigma_{k}^{S} \neq 0} \tilde{\xi}_{k}\left(\tilde{x}_{k}^{\dagger}-x_{k}^{\dagger}\right)=\sum_{k: \sigma_{k}^{S} \neq 0} \xi_{k}\left(\tilde{x}_{k}^{\dagger}-x_{k}^{\dagger}\right)=\left\langle\xi, \tilde{x}^{\dagger}-x^{\dagger}\right\rangle
$$

yields that $\tilde{\xi}$ is in $N_{S}\left(x^{\dagger}\right)$, too. This proves $\operatorname{dist}(x, S)=\left\|x-x^{\dagger}\right\|$.
As the second step we observe that $x \in M_{x^{\dagger}}(\sigma)$ yields

$$
\left|x_{k}-x_{k}^{\dagger}\right|=\sigma_{k}\left(x_{k}-x_{k}^{\dagger}\right) \quad \text { if } \sigma_{k}^{S} \neq 0
$$

Thus,

$$
\left\|x-x^{\dagger}\right\|=\sum_{k: \sigma_{k}^{S} \neq 0}\left|x_{k}-x_{k}^{\dagger}\right|+\sum_{k: \sigma_{k}^{S}=0}\left|x_{k}\right|=\left\langle\sigma, x-x^{\dagger}\right\rangle+\sum_{k: \sigma_{k}^{S}=0}\left|x_{k}\right| .
$$

Corollary 3.5. For each $\sigma \in \mathbb{1}^{S}$ and each $x^{\dagger} \in S(\sigma)$ we have

$$
S \cap M_{x^{\dagger}}(\sigma)=\left\{x^{\dagger}\right\} .
$$

Proof. Assume that there is a second solution $\tilde{x}^{\dagger}$ in $S \cap M_{x^{\dagger}}(\sigma)$. Then from Proposition 3.4 (and even more easily from its proof) we obtain

$$
0=\operatorname{dist}\left(\tilde{x}^{\dagger}, S\right)=\left\|\tilde{x}^{\dagger}-x^{\dagger}\right\| .
$$

Thus, $\tilde{x}^{\dagger}=x^{\dagger}$.
We close this section with the following important observation.
Proposition 3.6. The sets $M_{x^{\dagger}}(\sigma)$ cover the whole space $\ell^{1}$, that is,

$$
\begin{equation*}
\ell^{1}=\bigcup_{\sigma \in \mathbb{1}^{S}} \bigcup_{x^{\dagger} \in S(\sigma)} M_{x^{\dagger}}(\sigma) . \tag{3.2}
\end{equation*}
$$

Proof. For fixed $x$ in $\ell^{1}$ let $x^{\dagger}$ be a minimizer of $\|x-\cdot\|$ over $S$. Then there is some $\xi$ in the normal cone $N_{S}\left(x^{\dagger}\right)$ such that $\xi \in-\partial\|x-\cdot\|\left(x^{\dagger}\right)$. Thus, we know

$$
\xi_{k}=1 \text { if } x_{k}>x_{k}^{\dagger}, \quad \xi_{k}=-1 \text { if } x_{k}<x_{k}^{\dagger}, \quad \xi_{k} \in[-1,1] \text { if } x_{k}=x_{k}^{\dagger} .
$$

If we now define $\sigma$ by

$$
\sigma_{k}:= \begin{cases}1, & \text { if } \xi_{k}=1, \sigma_{k}^{S} \neq 0 \\ -1, & \text { if } \xi_{k}=-1, \sigma_{k}^{S} \neq 0 \\ 0, & \text { if } \xi_{k} \in(-1,1) \text { or } \sigma_{k}^{S}=0\end{cases}
$$

then $\sigma \in \mathbb{1}^{S}, x^{\dagger} \in S(\sigma)$ and $x \in M_{x^{\dagger}}(\sigma)$.

## 4 A variational source condition

Having finished the study of the distance $\operatorname{dist}(x, S)$ between an element $x$ in $\ell^{1}$ and the set $S$ of norm minimizing solutions we now want to establish a variational source condition (1.3) with error functional

$$
E\left(x, x^{\dagger}\right)=\operatorname{dist}(x, S)
$$

where $x^{\dagger}$ is some element of $S$, and with a linear index function $\varphi(t)=\gamma t$, $\gamma>0$. The desired variational source condition reads

$$
\beta \operatorname{dist}(x, S) \leq\|x\|-\left\|x^{\dagger}\right\|+\gamma\left\|A x-A x^{\dagger}\right\| \quad \text { for all } x \in \ell^{1}
$$

or, taking into account that $\left\|x^{\dagger}\right\|$ and $A x^{\dagger}$ do not depend on the concrete choice of $x^{\dagger}$ from $S$,

$$
\begin{equation*}
\beta \operatorname{dist}(x, S) \leq\|x\|-\|S\|+\gamma\|A x-A S\| \quad \text { for all } x \in \ell^{1} . \tag{4.1}
\end{equation*}
$$

It suffices to consider $\beta \in(0,1]$, because a variational source condition with $\beta>1$ always implies a variational source condition with $\beta \leq 1$.

At first we split the variational source condition into 'smaller' ones. Here and in the sequel we use the notation introduced in Section 3.

Lemma 4.1. The variational source condition (4.1) on $\ell^{1}$ is satisfied if and only if for each $\sigma \in \mathbb{1}^{S}$ and each $x^{\dagger} \in S(\sigma)$ we have

$$
\begin{equation*}
\beta\left\langle\sigma, x-x^{\dagger}\right\rangle+\beta \sum_{k: \sigma_{k}^{S}=0}\left|x_{k}\right| \leq\|x\|-\left\|x^{\dagger}\right\|+\gamma\left\|A x-A x^{\dagger}\right\| \tag{4.2}
\end{equation*}
$$

for all $x \in M_{x^{\dagger}}(\sigma)$.
Proof. This is a direct consequence of Propositions 3.4 and 3.6.

Lemma 4.2. For $\sigma \in \mathbb{1}^{S}$ and $x^{\dagger} \in S(\sigma)$ the variational source condition (4.2) on $M_{x^{\dagger}}(\sigma)$ is satisfied if and only if there is some $\eta$ in $Y^{*}$ with $\|\eta\| \leq$ $\frac{\gamma}{1+\beta}$ such that

$$
\begin{cases}{\left[A^{*} \eta\right]_{k} \in[-\mu, \mu],} & \text { if } \sigma_{k}^{S}=0 \\ \sigma_{k}\left[A^{*} \eta\right]_{k} \leq \mu, & \text { if } \sigma_{k}^{S} \neq 0, x_{k}^{\dagger}=0, \sigma_{k} \neq 0 \\ \sigma_{k}^{S}\left[A^{*} \eta\right]_{k} \leq \mu, & \text { if } x_{k}^{\dagger} \neq 0, \sigma_{k}=\sigma_{k}^{S} \\ \sigma_{k}^{S}\left[A^{*} \eta\right]_{k} \geq 1, & \text { if } x_{k}^{\dagger} \neq 0, \sigma_{k}=-\sigma_{k}^{S}\end{cases}
$$

for all $k$, where $\mu:=\frac{1-\beta}{1+\beta} \in[0,1)$.
Proof. We rewrite (4.2) as

$$
\left\|x^{\dagger}\right\| \leq-\beta\left\langle\sigma, x-x^{\dagger}\right\rangle+(1-\beta) \sum_{k: \sigma_{k}^{S}=0}\left|x_{k}\right|+\sum_{k: \sigma_{k}^{S} \neq 0}\left|x_{k}\right|+\gamma\left\|A x-A x^{\dagger}\right\|
$$

and, taking into account that $x_{k}^{\dagger}=0$ if $\sigma_{k}^{S}=0$, see that $x^{\dagger}$ is a minimizer of the convex functional on the right-hand side with respect to $x$ in $M_{x^{\dagger}}(\sigma)$. Thus, there is some $\xi$ in the normal cone $N_{M_{x \dagger}(\sigma)}\left(x^{\dagger}\right)$ such that $-\xi$ belongs to the subdifferential of the functional at $x^{\dagger}$. This subdifferential is the sum of the subdifferential for each summand. We have

$$
\begin{aligned}
& N_{M_{x} \dagger(\sigma)}\left(x^{\dagger}\right)=\left\{\xi \in \ell^{\infty}: \xi_{k}=0 \text { if } \sigma_{k}^{S}=0,\right. \\
& \xi_{k} \leq 0 \text { if } \sigma_{k}=1, \\
& \left.\xi_{k} \geq 0 \text { if } \sigma_{k}=-1\right\}, \\
& \partial\left(-\beta\left\langle\sigma, \cdot-x^{\dagger}\right\rangle\right)\left(x^{\dagger}\right)=-\beta \sigma, \\
& \partial\left(x \mapsto(1-\beta) \sum_{k: \sigma_{k}^{S}=0}\left|x_{k}\right|\right)\left(x^{\dagger}\right)=\left\{\tilde{\xi} \in \ell^{\infty}: \begin{array}{c}
\tilde{\xi}_{k} \in[-(1-\beta), 1-\beta] \text { if } \sigma_{k}^{S}=0, \\
\left.\tilde{\xi}_{k}=0 \text { if } \sigma_{k}^{S} \neq 0\right\},
\end{array}\right. \\
& \partial\left(x \mapsto \sum_{k: \sigma_{k}^{S} \neq 0}\left|x_{k}\right|\right)\left(x^{\dagger}\right)=\left\{\tilde{\xi} \in \ell^{\infty}: \begin{array}{r}
\tilde{\xi}_{k}=0 \text { if } \sigma_{k}^{S}=0, \\
\tilde{\xi}_{k}=1 \text { if } x_{k}^{\dagger}>0
\end{array}\right. \\
& \tilde{\xi}_{k}=-1 \text { if } x_{k}^{\dagger}<0 \\
& \left.\tilde{\xi}_{k} \in[-1,1] \text { if } \sigma_{k}^{S} \neq 0, x_{k}^{\dagger}=0\right\},
\end{aligned}
$$

and

$$
\partial\left(\gamma\left\|A \cdot-A x^{\dagger}\right\|\right)\left(x^{\dagger}\right)=\left\{A^{*} \eta: \eta \in Y^{*},\|\eta\| \leq \gamma\right\} .
$$

From these equations we see that there is some $\eta$ in $Y^{*}$ with $\|\eta\| \leq \gamma$ such that

$$
\begin{cases}-\left[A^{*} \eta\right]_{k} \in[-(1-\beta), 1-\beta], & \text { if } \sigma_{k}^{S}=0 \\ -\sigma_{k}\left[A^{*} \eta\right]_{k} \leq 1-\beta, & \text { if } \sigma_{k}^{S} \neq 0, x_{k}^{\dagger}=0, \sigma_{k} \neq 0 \\ -\sigma_{k}^{S}\left[A^{*} \eta\right]_{k} \leq 1-\beta, & \text { if } x_{k}^{\dagger} \neq 0, \sigma_{k}=\sigma_{k}^{S} \\ -\sigma_{k}^{S}\left[A^{*} \eta\right]_{k} \geq 1+\beta, & \text { if } x_{k}^{\dagger} \neq 0, \sigma_{k}=-\sigma_{k}^{S}\end{cases}
$$

Replacing $\eta$ by $-(1+\beta) \eta$ completes the proof.
Theorem 4.3. The variational source condition (4.1) on $\ell^{1}$ is satisfied if and only if for each $\sigma \in \mathbb{1}^{S}$ and each $x^{\dagger} \in S(\sigma)$ there is some $\eta$ in $Y^{*}$ with $\|\eta\| \leq \frac{\gamma}{1+\beta}$ such that

$$
\begin{cases}{\left[A^{*} \eta\right]_{k} \in[-\mu, \mu],} & \text { if } \sigma_{k}^{S}=0,  \tag{4.3}\\ \sigma_{k}\left[A^{*} \eta\right]_{k} \leq \mu, & \text { if } \sigma_{k}^{S} \neq 0, x_{k}^{\dagger}=0, \sigma_{k} \neq 0, \\ \sigma_{k}^{S}\left[A^{*} \eta\right]_{k} \leq \mu, & \text { if } x_{k}^{\dagger} \neq 0, \sigma_{k}=\sigma_{k}^{S}, \\ \sigma_{k}^{S}\left[A^{*} \eta\right]_{k} \geq 1, & \text { if } x_{k}^{\dagger} \neq 0, \sigma_{k}=-\sigma_{k}^{S}\end{cases}
$$

for all $k$, where $\mu:=\frac{1-\beta}{1+\beta} \in[0,1)$.
Proof. This is a direct consequence of Lemma 4.1 and Lemma 4.2.
From a variational source condition (4.1) we obtain the error estimate

$$
\operatorname{dist}\left(x_{\alpha}^{\delta}, S\right) \leq c \delta
$$

for all sufficiently small $\delta>0$ with some constant $c>0$, if the regularization parameter $\alpha$ is chosen appropriately, for example proportional to $\delta$ or by the two-sided discrepancy principle (see [8] for both variants) or by the sequential discrepancy principle $[16,1]$. Here, $x_{\alpha}^{\delta}$ again denotes a minimizer of the Tikhonov-type functional (1.2).

Remark 4.4. Let $\mathcal{R}\left(A^{*}\right) \subseteq c_{0}$. Then Theorem 4.3 implies that a variational source condition (4.1) can only be satisfied if all solutions in $S$ are sparse. To see this choose $\sigma=-\sigma^{S}$. Then $\left|\left[A^{*} \eta\right]_{k}\right| \geq 1$ on the support of $x^{\dagger}$, which is only possible if the support is finite.

Remark 4.5. Denoting by $e^{(k)}$ the standard unit sequence (one at position $k$, zero else) the authors of [6] used the assumption

$$
\begin{equation*}
e^{(k)} \in \mathcal{R}\left(A^{*}\right) \quad \text { for all } \quad k \in \mathbb{N} \tag{4.4}
\end{equation*}
$$

to obtain a variational source condition. Such an assumption can also be found in [11]. Obviously, condition (4.3) is weaker than (4.4) because each finitely supported element in $\mathcal{R}\left(A^{*}\right)$ is a linear combination of the $e^{(k)}$. In [6] it was shown that (4.4) implies injectivity of $A$ whereas our characterization (4.3) of a variational source condition does not imply injectivity (cf. Section 7).

We close this section with three remarks which reduce the set of elements $\sigma$ and $x^{\dagger}$ for which condition (4.3) has to be verified in order to obtain convergence rates.
Remark 4.6. For fixed $\sigma \in \mathbb{1}^{S}$ condition (4.3) is satisfied for all $x^{\dagger} \in S(\sigma)$ if and only if it is satisfied for all $x^{\dagger} \in S(\sigma)$ having maximal support. Here we say that some $x^{\dagger}$ from $S(\sigma)$ has maximal support if there is no $\tilde{x}^{\dagger}$ in $S(\sigma)$ with $\left\{k \in \mathbb{N}: \tilde{x}_{k}^{\dagger} \neq 0\right\} \supsetneq\left\{k \in \mathbb{N}: x_{k}^{\dagger} \neq 0\right\}$.

Remark 4.7. Let $\sigma \in \mathbb{1}^{S}$. If $\sigma_{k}=\sigma_{k}^{S}$ for all $k$ with $\sigma_{k} \neq 0$ and with $x_{k}^{\dagger} \neq 0$ for at least one $x^{\dagger} \in S(\sigma)$, then condition (4.3) is satisfied with $\eta=0$.

Remark 4.8. Let $\sigma \in \mathbb{1}^{S}$ and $\tilde{\sigma} \in \mathbb{1}^{S}$ such that $\tilde{\sigma}$ has smaller support than $\sigma$, that is, $\sigma_{k} \neq 0$ whenever $\tilde{\sigma}_{k} \neq 0$. Further, let $x^{\dagger}$ be in $S(\sigma)$ and also in $S(\tilde{\sigma})$. Then condition (4.3) is satisfied for $\tilde{\sigma}$ if it is satisfied for $\sigma$.

## 5 Unique norm minimizing solution

We consider the case that the set of norm minimizing solutions contains only one element, that is,

$$
S=\left\{x^{\dagger}\right\}
$$

Note that this does not necessarily imply injectivity of $A$. The variational source condition (4.1) now reads

$$
\begin{equation*}
\beta\left\|x-x^{\dagger}\right\| \leq\|x\|-\left\|x^{\dagger}\right\|+\gamma\left\|A x-A x^{\dagger}\right\| \quad \text { for all } x \in \ell^{1} \tag{5.1}
\end{equation*}
$$

and Theorem 4.3 can be refined as follows.

Theorem 5.1. Let $S=\left\{x^{\dagger}\right\}$. Then the variational source condition (5.1) on $\ell^{1}$ is satisfied if and only if for each $\sigma \in \mathbb{1}^{S}$ there is some $\eta$ in $Y^{*}$ with $\|\eta\| \leq \frac{\gamma}{1+\beta}$ such that

$$
\begin{cases}{\left[A^{*} \eta\right]_{k} \in[-\mu, \mu],} & \text { if } x_{k}^{\dagger}=0, \\ \sigma_{k}^{S}\left[A^{*} \eta\right]_{k}=\mu, & \text { if } x_{k}^{\dagger} \neq 0, \sigma_{k}=\sigma_{k}^{S}, \\ \sigma_{k}^{S}\left[A^{*} \eta\right]_{k}=1, & \text { if } x_{k}^{\dagger} \neq 0, \sigma_{k}=-\sigma_{k}^{S}\end{cases}
$$

for all $k$, where $\mu:=\frac{1-\beta}{1+\beta} \in[0,1)$.
Proof. We apply Theorem 4.3 to the case $S=\left\{x^{\dagger}\right\}$. Note that $\sigma \in \mathbb{1}^{S}$ if and only if its support coincides with the support of $x^{\dagger}$, and that $\sigma_{k}^{S}$ provides the sign of $x_{k}^{\dagger}$ for each $k$. Further, the normal cone in the definition of $S(\sigma)$ is $N_{S}\left(x^{\dagger}\right)=l^{\infty}$, which allows to choose $\xi=\sigma$ in that definition. We immediately obtain $S(\sigma)=\left\{x^{\dagger}\right\}$ for each $\sigma \in \mathbb{1}^{S}$ and therefore Theorem 4.3 states the the variational source condition (5.1) holds if and only if for each $\sigma \in \mathbb{1}^{S}$ there is some $\eta$ with $\|\eta\| \leq \frac{\gamma}{1-\beta}$ such that

$$
\begin{cases}{\left[A^{*} \eta\right]_{k} \in[-\mu, \mu],} & \text { if } x_{k}^{\dagger}=0,  \tag{5.2}\\ \sigma_{k}^{S}\left[A^{*} \eta\right]_{k} \leq \mu, & \text { if } x_{k}^{\dagger} \neq 0, \sigma_{k}=\sigma_{k}^{S}, \\ \sigma_{k}^{S}\left[A^{*} \eta\right]_{k} \geq 1, & \text { if } x_{k}^{\dagger} \neq 0, \sigma_{k}=-\sigma_{k}^{S}\end{cases}
$$

for each $k$.
Now fix $\sigma \in \mathbb{1}^{S}$ and let $k_{1}, k_{2}, \ldots$ be an enumeration (finite or infinite) of all indices $k$ satisfying $\sigma_{k} \neq 0$. Note that $x_{k_{n}}^{\dagger} \neq 0$ for all $n$. We prove the theorem by induction over $n$.

Let $\bar{\sigma} \in \mathbb{1}^{S}$ satisfy $\bar{\sigma}_{k_{1}}=\sigma_{k_{1}}^{S}$ and let $\tilde{\sigma}$ be the same except for $\tilde{\sigma}_{k_{1}}=-\sigma_{k_{1}}^{S}$. Then there are $\bar{\eta}$ and $\tilde{\eta}$ such that (5.2) holds with $\sigma$ replaced by $\bar{\sigma}$ and $\tilde{\sigma}$, respectively. At index $k_{1}$ we have $\sigma_{k_{1}}^{S}\left[A^{*} \bar{\eta}\right]_{k_{1}} \leq \mu$ and $\sigma_{k_{1}}^{S}\left[A^{*} \tilde{\eta}\right]_{k_{1}} \geq 1$. Thus, there exists a convex combination $\eta^{(1)}(\bar{\sigma})$ of $\bar{\eta}$ and $\tilde{\eta}$ which satisfies $\sigma_{k_{1}}^{S}\left[A^{*} \eta^{(1)}(\bar{\sigma})\right]_{k_{1}}=\mu\left(\right.$ if $\sigma_{k_{1}}=\sigma_{k_{1}}^{S}$ ) or $\sigma_{k_{1}}^{S}\left[A^{*} \eta^{(1)(\bar{\sigma})}\right]_{k_{1}}=1$ (if $\sigma_{k_{1}}=-\sigma_{k_{1}}^{S}$ ). In addition, such an element $\eta^{(1)}(\bar{\sigma})$ satisfies (5.2) with $\sigma$ replaced by $\bar{\sigma}$ for all other indices $k \neq k_{1}$.

Now let $\bar{\sigma} \in \mathbb{1}^{S}$ satisfy $\bar{\sigma}_{k_{l}}=\sigma_{k_{l}}$ for $l=1, \ldots, n-1$ and $\bar{\sigma}_{k_{n}}=\sigma_{k_{n}}^{S}$. Further, let $\tilde{\sigma}$ be the same except for $\tilde{\sigma}_{k_{n}}=-\sigma_{k_{n}}^{S}$. Assume that there is $\eta^{(n-1)}(\bar{\sigma})$ such that (5.2) holds for all $k$ and such that for $k_{1}, \ldots, k_{n-1}$ it holds with equality signs. The existence of such an $\eta^{(n-1)}(\bar{\sigma})$ has been shown above for $n=2$. Again there are $\bar{\eta}$ and $\tilde{\eta}$ such that (5.2) holds with $\sigma$ replaced by $\bar{\sigma}$ and $\tilde{\sigma}$, respectively. At index $k_{n}$ we have $\sigma_{k_{n}}^{S}\left[A^{*} \bar{\eta}\right]_{k_{n}} \leq \mu$ and
$\sigma_{k_{n}}^{S}\left[A^{*} \tilde{\eta}\right]_{k_{n}} \geq 1$. Thus, there exists a convex combination $\eta^{(n)}(\bar{\sigma})$ of $\bar{\eta}$ and $\tilde{\eta}$ which satisfies $\sigma_{k_{n}}^{S}\left[A^{*} \eta^{(n)}(\bar{\sigma})\right]_{k_{n}}=\mu$ (if $\sigma_{k_{n}}=\sigma_{k_{n}}^{S}$ ) or $\sigma_{k_{n}}^{S}\left[A^{*} \eta^{(n)(\bar{\sigma})}\right]_{k_{n}}=1$ (if $\sigma_{k_{n}}=-\sigma_{k_{n}}^{S}$ ). In addition, such an element $\eta^{(n)}(\bar{\sigma})$ satisfies (5.2) with $\sigma$ replaced by $\bar{\sigma}$ for all other indices $k \neq k_{n}$.

So far we have shown that for each $\sigma \in \mathbb{1}^{S}$ and each $n$ we can construct $\eta^{(n)}(\sigma)$ which satisfies (5.2), where we can replace inequality by equality signs at indices $k_{1}, \ldots, k_{n}$. Consequently we find $\eta$ such that equality holds at all indices $k$ at which $\sigma_{k} \neq 0$.

Remark 5.2. Analogously to Remark 4.8 we can replace $\mathbb{1}^{S}$ in Theorem 5.1 by the set of all $\sigma$ which satisfy $\sigma_{k}= \pm 1$ if $\sigma_{k}^{S} \neq 0$ and $\sigma_{k}=0$ else.
Corollary 5.3. Let $S=\left\{x^{\dagger}\right\}$. Then the variational source condition (5.1) on $\ell^{1}$ is satisfied if and only if for each $\sigma \in \mathbb{1}^{S}$ with $\sigma_{k} \neq 0$ if $\sigma_{k}^{S} \neq 0$ there is some $\eta$ in $Y^{*}$ with $\|\eta\| \leq \frac{\gamma}{1+\beta}$ such that

$$
\begin{cases}{\left[A^{*} \eta\right]_{k}=\sigma_{k}^{S},} & \text { if } x_{k}^{\dagger} \neq 0, \sigma_{k}=-\sigma_{k}^{S},  \tag{5.3}\\ {\left[A^{*} \eta\right]_{k} \in[-\mu, \mu],} & \text { if } x_{k}^{\dagger}=0 \text { or } x_{k}^{\dagger} \neq 0, \sigma_{k}=\sigma_{k}^{S}\end{cases}
$$

for all $k$, where $\mu:=\frac{1-\beta}{1+\beta} \in[0,1)$.
Proof. This is a direct consequence of Theorem 5.1 (necessity) and Theorem 4.3 (sufficiency).

Note that the condition $\left[A^{*} \eta\right]_{k} \in[-\mu, \mu]$ if $x_{k}^{\dagger}=0$ in (5.3) and corresponding conditions in Theorems 4.3 and 5.1 are closely related to a property called strict sparsity pattern in [5, Definition 2] and strong source condition in [13, Condition 4.3].

## 6 Non-sparse solutions

We now extend Theorem 4.3 to solution sets $S$ which may contain non-sparse solutions (cf. Remark 4.4), see [6] for a similar result in case of injective $A$. The aim is to obtain a variational source condition

$$
\begin{equation*}
\beta \operatorname{dist}(x, S) \leq\|x\|-\|S\|+\varphi(\|A x-A S\|) \quad \text { for all } x \in \ell^{1} \tag{6.1}
\end{equation*}
$$

with some concave index function $\varphi$, which depends on the decay of the solutions' components. Here, again, $\|S\|$ denotes the norm of the norm minimizing solutions.

A sufficient condition for such a variational source condition can be deduced from the characterization (4.3) in Theorem 1.1.

Theorem 6.1. Assume that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \sup _{x^{\dagger} \in S} \sum_{k>n}\left|x_{k}^{\dagger}\right|=0 \tag{6.2}
\end{equation*}
$$

and let $\left(\gamma_{n}\right)_{n \in \mathbb{N}}$ be a sequence of positive numbers with

$$
\lim _{n \rightarrow \infty} \gamma_{n}=\infty
$$

Then the variational source condition (6.1) on $\ell^{1}$ is satisfied with

$$
\varphi(t)=\inf _{n \in \mathbb{N}}\left(2 \sup _{x^{\dagger} \in S} \sum_{k>n}\left|x_{k}^{\dagger}\right|+\gamma_{n} t\right)
$$

if for each $n \in \mathbb{N}$, each $\sigma \in \mathbb{1}^{S}$ and each $x^{\dagger} \in S(\sigma)$ there are a non-negative constant $\gamma_{n}$ and some $\eta$ in $Y^{*}$ with $\|\eta\| \leq \frac{\gamma_{n}}{1+\beta}$ such that

$$
\begin{cases}{\left[A^{*} \eta\right]_{k} \in[-\mu, \mu],} & \text { if } \sigma_{k}^{S}=0 \text { or } k>n, \\ \sigma_{k}\left[A^{*} \eta\right]_{k} \leq \mu, & \text { if } \sigma_{k}^{S} \neq 0, x_{k}^{\dagger}=0, \sigma_{k} \neq 0, k \leq n, \\ \sigma_{k}^{S}\left[A^{*} \eta\right]_{k} \leq \mu, & \text { if } x_{k}^{\dagger} \neq 0, \sigma_{k}=\sigma_{k}^{S}, k \leq n, \\ \sigma_{k}^{S}\left[A^{*} \eta\right]_{k} \geq 1, & \text { if } x_{k}^{\dagger} \neq 0, \sigma_{k}=-\sigma_{k}^{S}, k \leq n\end{cases}
$$

for all $k$, where $\mu:=\frac{1-\beta}{1+\beta} \in[0,1)$.
Proof. Fix $x$ in $\ell^{1}$. By Proposition 3.6 there are $\sigma$ in $\mathbb{1}^{S}$ and $x^{\dagger}$ in $S(\sigma)$ such that $x$ is in $M_{x^{\dagger}}(\sigma)$. Proposition 3.4 yields

$$
\beta \operatorname{dist}(x, S)-\|x\|+\left\|x^{\dagger}\right\|=\beta\left\langle\sigma, x-x^{\dagger}\right\rangle+\beta \sum_{k: \sigma_{k}^{S}=0}\left|x_{k}\right|-\|x\|+\left\|x^{\dagger}\right\|
$$

This can be written as a sum

$$
\beta \operatorname{dist}(x, S)-\|x\|+\left\|x^{\dagger}\right\|=\sum_{k \in \mathbb{N}} a_{k}
$$

with $a_{k}$ depending only on $x_{k}$ and $x_{k}^{\dagger}$ and we have

$$
a_{k}= \begin{cases}-(1-\beta)\left|x_{k}\right|, & \text { if } \sigma_{k}^{S}=0 \\ -(1-\beta)\left|x_{k}-x_{k}^{\dagger}\right|, & \text { if } \sigma_{k}^{S} \neq 0, x_{k}^{\dagger}=0, \sigma_{k} \neq 0 \\ -\beta \sigma_{k}^{S} x_{k}-\left|x_{k}\right|+(1+\beta)\left|x_{k}^{\dagger}\right|, & \text { or if } x_{k}^{\dagger} \neq 0, \sigma_{k}=\sigma_{k}^{S} \\ 0 & \text { if } \sigma_{k}^{S} \neq 0, \sigma_{k}=-\sigma_{k}^{S}=0\end{cases}
$$

Now let $\eta$ be as in the theorem. Then

$$
\gamma_{n}\left\|A x-A x^{\dagger}\right\| \geq-(1+\beta)\left\langle\eta, A x-A x^{\dagger}\right\rangle=-(1+\beta)\left\langle A^{*} \eta, x-x^{\dagger}\right\rangle
$$

and, because $x \in M_{x^{\dagger}}(\sigma)$, we see

$$
\gamma_{n}\left\|A x-A x^{\dagger}\right\| \geq-(1+\beta) \sum_{k: \sigma_{k}^{S} \neq 0}\left[A^{*} \eta\right]_{k} \sigma_{k}\left|x_{k}-x_{k}^{\dagger}\right|-(1+\beta) \sum_{k: \sigma_{k}^{S}=0}\left[A^{*} \eta\right]_{k} x_{k}
$$

Using the properties of $A^{*} \eta$ we obtain

$$
2 \sum_{k>n}\left|x_{k}^{\dagger}\right|-\gamma_{n}\left\|A x-A x^{\dagger}\right\| \geq \sum_{n \in \mathbb{N}} b_{n}
$$

with

$$
b_{k} \geq \begin{cases}-(1-\beta)\left|x_{k}\right|, & \text { if } \sigma_{k}^{S}=0, \\ -(1-\beta)\left|x_{k}-x_{k}^{\dagger}\right|, & \text { if } \sigma_{k}^{S} \neq 0, x_{k}^{\dagger}=0, \sigma_{k} \neq 0, k \leq n \\ (1+\beta)\left|x_{k}-x_{k}^{\dagger}\right|, & \text { or if } x_{k}^{\dagger} \neq 0, \sigma_{k}=\sigma_{k}^{S}, k \leq n \\ 2\left|x_{k}^{\dagger}\right|-(1-\beta)\left|x_{k}-x_{k}^{\dagger}\right|, & \text { if } x_{k}^{\dagger} \neq 0, \sigma_{k}=-\sigma_{k}^{S}, k \leq n \\ 2\left|x_{k}^{\dagger}\right| & \text { if } \sigma_{k}^{S} \neq 0, \sigma_{k} \neq 0, k>n \\ \left(\sigma_{k}=0\right.\end{cases}
$$

It is not hard to show that $a_{k} \leq b_{k}$ for all $k$. Thus,

$$
\beta \operatorname{dist}(x, S)-\|x\|+\left\|x^{\dagger}\right\| \leq 2 \sum_{k>n}\left|x_{k}^{\dagger}\right|-\gamma_{n}\left\|A x-A x^{\dagger}\right\|
$$

Taking the supremum over all $x^{\dagger}$ and the infimum over all $n$ the variational source condition (6.1) is proven and it remains to show that the function $\varphi$ is a concave index function.

Obviously, $\varphi$ is non-negative. As an infimum of affine functions it further is concave and upper semi-continuous. Thus, $\varphi$ is continuous on the interior $(0, \infty)$ of its domain. Together with

$$
\varphi(0)=\inf _{n \in \mathbb{N}}\left(2 \sup _{x^{\dagger} \in S} \sum_{k>n}\left|x_{k}^{\dagger}\right|\right)=0
$$

we obtain continuity on $[0, \infty)$. To prove that $\varphi$ is strictly increasing we take $t_{1}, t_{2} \in[0, \infty)$ with $t_{1}<t_{2}$. The infimum in the definition of $\varphi\left(t_{2}\right)$ is attained at some $n_{2}$. Thus,

$$
\varphi\left(t_{1}\right) \leq 2 \sup _{x^{\dagger} \in S} \sum_{k>n_{2}}\left|x_{k}^{\dagger}\right|+\gamma_{n_{2}} t_{1}<\varphi\left(t_{2}\right)
$$

Note that condition (6.2) may be violated in some cases. For example if $S$ is the convex hull of the standard unit sequences $\left\{e^{(1)}, e^{(2)}, \ldots\right\}$ in $\ell^{1}$, then

$$
\begin{equation*}
\sup _{x^{\dagger} \in S} \sum_{k>n}\left|x_{k}^{\dagger}\right| \geq \sum_{k>n}\left|e_{k}^{(n+1)}\right|=1 \tag{6.3}
\end{equation*}
$$

for all $n$.
From a variational source condition (6.1) we obtain the error estimate

$$
\operatorname{dist}\left(x_{\alpha}^{\delta}, S\right) \leq c \varphi(\delta)
$$

for all sufficiently small $\delta>0$ with some constant $c>0$, if the regularization parameter $\alpha$ is chosen appropriately, for example proportional to $\frac{1}{\varphi^{\prime}(\delta)}$ (if $\varphi$ is differentiable) or by the two-sided discrepancy principle (see [8] for both variants) or by the sequential discrepancy principle $[16,1]$. Here, $x_{\alpha}^{\delta}$ again denotes a minimizer of the Tikhonov-type functional (1.2).

## 7 Examples

We provide two very simple examples and a more realistic one to show how the developed results can be applied to non-injective operators. The first example considers multiple norm minimizing solutions. The second and the third one have only one norm minimizing solution and they show, by the way, that the constant $\beta$ in a variational source condition cannot be chosen arbitrarily close to one.

Example 7.1. For the first example take $Y:=\mathbb{R}, y^{\dagger}:=1$ and

$$
A x:=x_{1}+x_{2} .
$$

Then the set of solutions is $L=\left\{x \in \ell^{1}: x_{2}=1-x_{1}\right\}$ and the set of norm minimizing solutions is

$$
S=\left\{x \in \ell^{1}: x_{2}=1-x_{1}, x_{1} \in[0,1], x_{k}=0 \text { for } k>2\right\}
$$

Further,

$$
A^{*} \eta:=(\eta, \eta, 0, \ldots)
$$

Figure 1 provides a sketch of the geometric situation.


Figure 1: Sketch for the first example of the $x_{1}-x_{2}$-plane with set $S$ of norm minimizing solutions, set $L$ of all solutions, unit ball $B_{1}(0)$ and 'subspace' $\mathcal{R}\left(A^{*}\right)$.

We now verify condition (4.3) in Theorem 4.3 with $\beta=1$. First note that $\sigma^{S}=(1,1,0, \ldots)$ and that by Remark 4.8 we only have to consider

$$
\begin{aligned}
\sigma^{(1)} & =(1,1,0, \ldots) \\
\sigma^{(2)} & =(1,-1,0, \ldots) \\
\sigma^{(3)} & =(-1,1,0, \ldots) \\
\sigma^{(4)} & =(-1,-1,0, \ldots) .
\end{aligned}
$$

The corresponding subsets $S\left(\sigma^{(i)}\right)$ of $S$ are the faces of $S$ looking in direction $\sigma^{(i)}$, that is,

$$
\begin{aligned}
& S\left(\sigma^{(1)}\right)=S, \\
& S\left(\sigma^{(2)}\right)=\{(1,0,0, \ldots)\}, \\
& S\left(\sigma^{(3)}\right)=\{(0,1,0, \ldots)\}, \\
& S\left(\sigma^{(4)}\right)=S .
\end{aligned}
$$

Taking into account Remark 4.7, only $\sigma^{(4)}$ remains to be considered. Here condition (4.3) is equivalent to $\eta \geq 1$, which is obviously satisfied when


Figure 2: Sketch for the second example of the $x_{1}-x_{2}$-plane with set $S$ of norm minimizing solutions, set $L$ of all solutions, unit ball $B_{1}(0)$ and 'subspace' $\mathcal{R}\left(A^{*}\right)$.
choosing $\eta=1$ (by Remark 4.6 we only have to check the condition for $x^{\dagger}=\left(\frac{1}{2}, \frac{1}{2}, 0, \ldots\right)$ for example). Consequently, Theorem (4.3) applies to our first example and yields convergence rates although the operator $A$ is not injective.

Example 7.2. For the second example take $Y:=\mathbb{R}, y^{\dagger}:=1$ and

$$
A x:=x_{1}+\frac{x_{2}}{2}
$$

Then the set of solutions is $L=\left\{x \in \ell^{1}: x_{2}=2-2 x_{1}\right\}$ and there is only one norm minimizing solution

$$
S=\{(1,0, \ldots)\}
$$

Further,

$$
A^{*} \eta:=\left(\eta, \frac{\eta}{2}, 0, \ldots\right)
$$

Figure 2 provides a sketch of the geometric situation.
We now verify condition (5.3) in Corollary 5.3. First note that $\sigma^{S}=$ $(1,0,0, \ldots)$ and so we only have to consider

$$
\sigma^{(1)}=(1,0, \ldots) \quad \text { and } \quad \sigma^{(2)}=(-1,0, \ldots)
$$

For $\sigma^{(1)}$ condition (5.3) is satisfied by $\eta=0$. For $\sigma^{(2)}$ the condition is equivalent to

$$
\eta=1 \quad \text { and } \quad-\frac{1-\beta}{1+\beta} \leq \frac{\eta}{2} \leq \frac{1-\beta}{1+\beta}
$$

which is only possible if $\beta \leq \frac{1}{3}$. Consequently, Corollary 5.3 yields a variational source condition with $\beta \leq \frac{1}{3}$ and corresponding convergence rates for our second non-injective example.

If we had chosen the solution set $L$ to be parallel to the $x_{2}$-axis, then $\beta=1$ would be possible. On the other hand, the more slanting the set $L$ in Figure 2 is, the closer $\beta$ has to be to zero. The limit case where only $\beta=0$ would be possible then coincides with the situation discussed in Example 7.1. Generalizing this observation we may say that the constant $\beta$ in a variational source condition is a 'measure' for paraxiality of the nullspace of $A$ or the range of $A^{*}$.

Example 7.3. Let $Y:=\ell^{2}$ and let $A:=P V \tilde{A} U$ be the composition of the Fourier synthesis operator $U: \ell^{1} \rightarrow L^{2}(0,1)$ defined by

$$
(U x)(t):=x_{1}+\sqrt{2} \sum_{l \in \mathbb{N}} x_{2 l} \cos (2 \pi l t)+\sqrt{2} \sum_{l \in \mathbb{N}} x_{2 l+1} \sin (2 \pi l t)
$$

for $t \in(0,1)$, the integration operator $\tilde{A}: L^{2}(0,1) \rightarrow L^{2}(0,1)$ defined by

$$
(\tilde{A} \tilde{x})(s):=\int_{0}^{s} \tilde{x}(t) \mathrm{d} t
$$

for $s \in(0,1)$, the Fourier transform $V: L^{2}(0,1) \rightarrow \ell^{2}$ defined by

$$
\begin{aligned}
{[V} & \tilde{y}]_{1}
\end{aligned}:=\int_{0}^{1} \tilde{y}(s) \mathrm{d} s, ~ \begin{aligned}
{[V \tilde{y}]_{2 l} } & :=\int_{0}^{1} \tilde{y}(s) \sqrt{2} \cos (2 \pi l s) \mathrm{d} s \\
{\left[\begin{array}{l} 
\\
{[y}
\end{array}\right]_{2 l+1} } & :=\int_{0}^{1} \tilde{y}(s) \sqrt{2} \sin (2 \pi l s) \mathrm{d} s
\end{aligned}
$$

for $l \in \mathbb{N}$, and the projection $P: \ell^{2} \rightarrow \ell^{2}$ defined by

$$
\begin{aligned}
{[P \bar{y}]_{1} } & =\bar{y}_{1} \\
{[P \bar{y}]_{2 l} } & =0 \\
{[P \bar{y}]_{2 l+1} } & =\bar{y}_{2 l}+\bar{y}_{2 l+1}
\end{aligned}
$$

for $l \in \mathbb{N}$. In other words, we aim to reconstruct derivatives of functions from incomplete Fourier data under the a priori information that the derivatives are sparse or almost sparse with respect to the Fourier basis. Only sums of the data's cosine and sine coefficients are available, making the operator highly non-injective.

The operator $A: \ell^{1} \rightarrow \ell^{2}$ turns out to map a sequence $x$ to a sequence $A x$ defined by

$$
\begin{aligned}
{[A x]_{1} } & =\frac{1}{2} x_{1}+\sum_{l \in \mathbb{N}} \frac{1}{\sqrt{2} \pi l} x_{2 l+1}, \\
{[A x]_{2 l} } & =0, \\
{[A x]_{2 l+1} } & =\frac{1}{2 \pi l}\left(-\sqrt{2} x_{1}+x_{2 l}-x_{2 l+1}\right)
\end{aligned}
$$

for $l \in \mathbb{N}$. The adjoint $A^{*}=P^{*} V^{*} \tilde{A}^{*} U^{*}: \ell^{2} \rightarrow \ell^{\infty}$ thus is given by

$$
\begin{aligned}
{\left[A^{*} \eta\right]_{1} } & =\frac{1}{2} \eta_{1}-\sum_{l \in \mathbb{N}} \frac{1}{\sqrt{2} \pi l} \eta_{2 l+1}, \\
{\left[A^{*} \eta\right]_{2 l} } & =\frac{1}{2 \pi l} \eta_{2 l+1}, \\
{\left[A^{*} \eta\right]_{2 l+1} } & =\frac{1}{2 \pi l}\left(\sqrt{2} \eta_{1}-\eta_{2 l+1}\right)
\end{aligned}
$$

for $l \in \mathbb{N}$. The null space of $A$ is

$$
\mathcal{N}(A)=\left\{\left(0, w_{1}, w_{1}, w_{2}, w_{2}, \ldots\right) \in \ell^{1}: \sum_{l \in \mathbb{N}} \frac{1}{l} w_{l}=0\right\} .
$$

We look at the exact right-hand side $y^{\dagger}:=\left(0,0,-\frac{1}{2 \pi}, 0,-\frac{1}{4 \pi}, 0,0, \ldots\right)$. One easily sees that $x^{\dagger}=(0,1,0,1,0,0, \ldots)$ is a corresponding solution and it turns out that this is the only 1-norm minimizing solution, that is, $S=\left\{x^{\dagger}\right\}$ (here some very basic but longish calculations are necessary).

To verify the assumptions of Corollary 5.3 we have to show that the elements

$$
\begin{aligned}
\sigma^{(1)} & =(0,1,0,1,0,0, \ldots) \\
\sigma^{(2)} & =(0,1,0,-1,0,0, \ldots) \\
\sigma^{(3)} & =(0,-1,0,1,0,0, \ldots) \\
\sigma^{(4)} & =(0,-1,0,-1,0,0, \ldots)
\end{aligned}
$$

satisfy condition (5.3) for some $\eta$. We only mention how to choose $\eta$ in each case and do not provide all details of the (basic but longish) calculations. Since $\sigma^{S}=(0,1,0,1,0,0, \ldots)$ we may choose $\eta=0$ in case of $\sigma^{(1)}$. For $\sigma^{(2)}$ one possible choice is

$$
\eta=\left(2 \sqrt{2}+\frac{4 \pi-4}{2 \pi+\sqrt{2}}, 0,0,0,4 \pi, 0,0, \ldots\right) \quad \text { if } \quad \mu \geq \frac{2 \pi-2}{2 \pi+\sqrt{2}}
$$

Note that for smaller $\mu$ there is no $\eta$ satisfying (5.3) if $\sigma=\sigma^{(2)}$. For $\sigma^{(3)}$ one possible choice is

$$
\eta=\left(2 \sqrt{2}+\frac{2 \pi-4}{\pi+\sqrt{2}}, 0,2 \pi, 0,0, \ldots\right) \quad \text { if } \quad \mu \geq \frac{\pi-2}{\pi+\sqrt{2}}
$$

Again for smaller $\mu$ there is no $\eta$ satisfying (5.3) if $\sigma=\sigma^{(3)}$. Finally, for $\sigma^{(4)}$ we may choose

$$
\eta=\left(\frac{12}{5} \pi, 0,3 \pi, 0,4 \pi, 0,0, \ldots\right) \quad \text { if } \quad \mu \geq \frac{2}{5}
$$

and for smaller $\mu$ there is no $\eta$.
Thus, if

$$
\mu \geq \frac{2 \pi-2}{2 \pi+\sqrt{2}} \approx 0.5564
$$

we obtain a variational source condition with

$$
\beta \leq \frac{2+\sqrt{2}}{4 \pi-2+\sqrt{2}} \approx 0.2850
$$

and corresponding convergence rates.
Playing around with this example one also sees that the more non-zero components $x^{\dagger}$ has the smaller is the best possible $\beta$ in the variational source condition. Since $\beta$ enters the $\mathcal{O}$-constant $c$ in the convergence rate result
(1.4) as a factor $\frac{1}{\beta}($ cf. $[8$, Theorem 4.11]), the $\mathcal{O}$-constant becomes greater if $x^{\dagger}$ is 'less sparse'. If the number of non-zero components in $x^{\dagger}$ goes to infinity, then $\beta$ goes to zero and consequently the $\mathcal{O}$-constant blows up to infinity. Such situations then can be handled by Theorem 6.1, resulting in slower convergence rates.
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