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Embedded in the Shadow of the Separator

Frank Göring, Christoph Helmberg, and Markus Wappler∗

September 2, 2005

Abstract

We study the problem of maximizing the second smallest eigenvalue of the Laplace
matrix of a graph over all nonnegative edge weightings with bounded total weight.
The optimal value is the absolute algebraic connectivity introduced by Fiedler, who
proved tight connections of this value to the connectivity of the graph. Using semidef-
inite programming techniques and exploiting optimality conditions we show that the
problem is equivalent to finding an embedding of the n nodes in n−space so that
their barycenter is at the origin, the distance between adjacent nodes is bounded by
one and the nodes are spread as much as possible (the sum of the squared norms
is maximized). For connected graphs we prove that for any separator in the graph,
at least one of the two separated node sets is embedded in the shadow (with the
origin being the light source) of the convex hull of the separator. In particular, the
barycenters of partitions induced by separators are separated by the affine subspace
spanned by the nodes of the separator. Furthermore, we show that there always
exists an optimal embedding whose dimension is bounded by the tree width of the
graph plus one.
Keywords: spectral graph theory, semidefinite programming, eigenvalue optimiza-
tion, embedding, graph partitioning, tree-width
MSC 2000: 05C50; 90C22, 90C35, 05C10, 05C78

1 Introduction

Let G = (N,E) be an undirected graph with node set N = {1, . . . , n} and edge set
E ⊆ {{i, j} : i, j ∈ N, i 6= j}. Edge {i, j} will be abbreviated by ij if there is no danger
of confusion. The adjacency matrix A ∈ R

n×n of the graph is defined as the (symmetric)
matrix having aij = 1 if ij ∈ E and 0 otherwise. The Laplace matrix or Laplacian of the
graph is the matrix L = diag(Ae)−A, where e denotes the vector of all ones of appropriate
dimension and diag(v) denotes the diagonal matrix having v on its main diagonal. For
symmetric matrices H ∈ R

n×n we order the eigenvalues by λ1(H) ≤ λ2(H) ≤ · · · ≤ λn(H).

∗Fakultät für Mathematik, Technische Universität Chemnitz, D-09107 Chemnitz, Germany.
{frank.goering, helmberg, markus.wappler}@mathematik.tu-chemnitz.de
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Because the Laplacian L is positive semidefinite and Le = 0, we have λ1(L) = 0 with
eigenvector e. Fiedler [6, 7] showed that the second smallest eigenvalue λ2(L) is tightly
related to edge and vertex connectivity of the graph. In particular, λ2(G) is positive if
and only if G is connected. Therefore, Fiedler called λ2(L) the algebraic connectivity of
the graph. Eigenvectors to λ2(L), often referred to as Fiedler vectors, have been used
quite successfully in heuristics for graph partitioning in parallel computing [21, 22, 15],
in clustering of geometric objects [2] or hyperlinks in the world wide web [13] or even
computer vision [16]. The second smallest eigenvalue allows to derive various bounds in
graph partitioning or bandwidth optimization ([14, 12]); further properties of the Laplacian
spectrum are presented in [8, 9, 10, 3, 26] and [18, 19] give a survey on the Laplacian
spectrum of graphs. See also [4, 20] for related applications of spectral graph theory in
combinatorial optimization.

By the Courant-Fischer Theorem, the eigenvalue λ2(L) and its eigenvectors may be
characterized as optimal solutions to the optimization problem

λ2(L) = min
v∈Rn,vT e=0,‖v‖=1

vTLv,

The usefulness of λ2 and its eigenvectors in graph partitioning should relate to this char-
acterization in some way. In order to get a better understanding of these connections, it
seems natural to study weighted matrices on the same support (i.e., arc weighted graphs on
the same edge set) that are extremal in the sense, that for their distribution of the weight,
λ2 is maximal. We will investigate this problem, already raised by Fiedler [7] under the
name “absolute algebraic connectivity”, within the setting of semidefinite programming.
It turns out that the dual to this problem may be interpreted as an embedding problem
of the nodes in R

n, see (4). We show that optimal embeddings have structural properties
tightly connected to separators in graphs (Th. 12). In particular, if a subset S ⊂ N of
nodes separates the graph into two disconnected node sets K1, K2 forming a partition of
N \S, then for one of the two sets, say K1, all nodes are in the “shadow” of the convex hull
of the nodes in S as seen from the origin, i.e., the straight line segment between any node
of K1 and the origin intersects the convex hull of S. This offers good geometric insight
into the usefulness of Fiedler vectors for graph partitioning. In addition, Th. 12 yields
via Cor. 30 a dual geometric interpretation for the result of Fiedler [8] on the “absolute
algebraic connectivity” for trees.

The embedding may also be interpreted as a variant of vector labelings of graphs as
introduced in [17] for the Lovász ϑ-number of a graph. On first sight, strong similarities
exist with respect to the Colin de Verdière number µ(G), see the excellent survey [24].
But the strong Arnold-property is not required in our context, so no direct connection to
µ(G) should be expected. Yet, similar to maximizing the corank in the Colin de Verdière
number, one may ask for an optimal embedding of minimal dimension. Even though we
are still far from answering this question to our full satisfaction, we are able to exhibit an
intriguing bound based on the tree width of the graph. Indeed, we show in the proof of
Th. 19, that there is always an optimal embedding whose dimension is bounded by the
cardinality of a “central” node of an arbitrary tree decomposition of G. This bound is
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tight for some particular graph classes (see Ex. 22). None the less, the bound seems to
be far too pessimistic, e.g., for planar graphs. Therefore it is conceivable that significantly
better bounds can be obtained by minor related approaches.

The paper is organized as follows. In Section 2 the embedding problem is derived as the
dual problem to the eigenvalue optimization problem of determining the absolute algebraic
connectivity. Section 2 introduces several basic geometric operations on embeddings that
will later be used to improve the objective or to reduce the dimension of a given embedding.
Section 4 holds the core of the paper as it gives the main theorem on the shadow of the
separator and the bound on the minimal dimension over all optimal embeddings. Finally,
Section 5 concludes with an example of a class of graphs, for which the bound on the
dimension is attained, and with special structural properties of optimal embeddings in the
presence of articulation points, which includes the case of trees.

We use basic notions and notation from graph theory and semidefinite programming
([25]). In particular, the (unweighted) distance of two nodes in a (connected) graph is the
minimum number of edges in a path connecting the two nodes; for symmetric H ∈ R

n×n,
H � 0 is used to denote positive semidefiniteness; for matrices A,B ∈ R

m×n, 〈A,B〉 =
∑

ij AijBij is the canonical inner product; ‖·‖ refers to the usual Euclidean norm; e denotes
the vector of all ones of appropriate size; pC(·) is the projection on a closed convex set C.

2 Formulation as an Optimal Embedding Problem

In the remainder of the paper we assume, that the graph G = (N,E) is connected and
n ≥ 2. Let

W = {w ∈ R
E
+ :

∑

ij∈E

wij = wTe ≤ 1}

denote the set of all possible nonnegative edge weightings that sum up to at most 1. For
a particular w ∈ W, let Aw denote the weighted adjacency matrix, i.e., Aij = wij for
ij ∈ E and 0 otherwise, and Lw = diag(Awe)−Aw the corresponding weighted Laplacian.
For i, j ∈ V , i 6= j define Eij ∈ R

n×n as the matrix having the two diagonal elements
(Eij)ii = (Eij)jj = 1, the two offdiagonal elements (Eij)ij = (Eij)ji = −1 and all other
elements equal to zero. Then we may rewrite the Laplacian as

Lw =
∑

ij∈E

wijEij.

The matrix Lw is positive semidefinite (because Eij is positive semidefinite and wij ≥ 0 for
all ij ∈ E) and has an eigenvalue zero with eigenvector e (because Eije = 0). Our basic
optimization problem reads

max
w∈W

λ2(Lw). (1)

Since G is assumed to be connected, the result of Fiedler [6] for w = 1
|E|
e asserts λ2(Lw) =

1
|E|
λ2(L) > 0, so the optimum value is strictly positive. In order to reformulate the op-

timization problem as a semidefinite program it will be convenient to shift the smallest
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eigenvalue 0 to a sufficiently large value. Thus, (1) may be rewritten as the following
semidefinite program,

max λ
s.t.

∑

ij∈E wijEij + µeeT − λI � 0
∑

ij∈E wij ≤ 1

w ≥ 0, λ, µ free,

Because the optimal value is strictly greater than zero by the connectedness of G, we may
rescale the problem by 1/λ and equivalently minimize the sum of the weights instead,

min
∑

ij∈E wij

s.t.
∑

ij∈E wijEij + µeeT � I

w ≥ 0, µ free,

(2)

Note, that by the considerations above, w = 1
λ2(L)−ε

e, µ = 1+ε is a strictly feasible solution

for λ2(L) > ε > 0. Therefore the program attains its optimal solution and semidefinite
duality theory together with strict feasibility asserts that the optimal value of its dual
semidefinite program is also attained. The dual reads

max 〈I,X〉
s.t.

〈
eeT , X

〉
= 0

〈Eij , X〉 ≤ 1 for ij ∈ E
X � 0.

(3)

Now consider a Gram representation of X via a matrix V ∈ R
n×n with X = V TV and

denote column i of V by vi, V = [v1, . . . , vn]. Then

Xij = vT
i vj and 〈Eij , X〉 = ‖vi‖

2 − 2vT
i vj + ‖vj‖

2 = ‖vi − vj‖
2.

Since 0 =
〈
eeT , X

〉
= eTXe = eTV TV e or V e =

∑
vi = 0, the dual semidefinite program

(3) translates directly to

max
∑

i∈N ‖vi‖2

s.t. (
∑

i∈N vi)
2 = 0

‖vi − vj‖2 ≤ 1 for ij ∈ E
vi ∈ R

n for i ∈ N.

(4)

Thus, the dual problem to (1) is equivalent to finding an embedding of the nodes of the
graph in n−space so that their barycenter is at the origin (we will call this the equilibrium
constraint), the distances of adjacent nodes are bounded by one, and the sum of their
squared norms is maximized.
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Figure 1: Original graph: The 30 vertices, picked randomly in [0, 1]2, are
connected by an edge if the Euclidean distance is at most 0.3.

Remark 1 Together with the KKT conditions (we do not list feasibility constraints again)

vj +
∑

ij∈E

wij(vi − vj) + µ
∑

i∈N

vi = 0 ∀j ∈ N

wij(1 − ‖vi − vj‖
2) = 0 ∀ij ∈ E

µ(
∑

i∈N

vi)
2 = 0

the embedding problem suggests the following physical interpretation of optimal primal and
dual solutions. Consider each node as having a point mass of unit size and imagine each
edge being a mass free rope of length one that connects the points. Now the optimum
solution of (4) corresponds to an equilibrium solution of this net spread within a force field
that acts with force v on a point of mass one at position v. The wij are the forces acting
along rope ij. Indeed, all wij > 0 are on the same scale as the force field, because wij > 0
only if ‖vi − vj‖

2 = 1. So the first line of the KKT conditions asserts that these forces are
in equilibrium in each point (µ

∑
vi = 0 by feasibility, so this term does not enter). If an

optimal two dimensional embedding exists, such a physical situation is encountered when
spreading the net on a disk rotating around its center (the centripetal force is mω2r, where
m is the mass, ω the angular frequency and r the radius).

We illustrate the embedding for a graph on 30 vertices. It was generated by picking
the vertices randomly in the unit square and by connecting two points by an edge if their
Euclidean distance is at most 0.3. The original graph is displayed in Fig. 1. The edge
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Figure 2: Graph with optimal edge weights.
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Figure 3: Optimal embedding (the central circle indicates the origin).
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weights corresponding to an optimal solution of problem (2) are given in grey shades in
Fig. 2 (white is weight 0, black is maximum weight). The optimal embedding corresponding
to (4) was computed using SeDuMi [23] and is displayed in Fig. 2 (in fact, the optimal
embedding is indeed two dimensional in this case; the origin is indicated by the small
circle in the center). Note, that embedding coordinates are identical for several nodes of
the original graph. We also point out that in the optimal embedding the block formed
by the nodes {1, 7, 8, 13} with articulation point 13 is stretched right out along the ray
emanating from the origin and passing through the articulation point.

Remark 2 The interpretation of the wij as Lagrange multipliers to the embedding problem
(4) may also turn out to be useful in judging the importance of certain links in networks
(e.g. in telecommunication). Indeed, the size of wij indicates the marginal increase in
distance of the points in the network, if the length of the chord connecting i and j (see
Rem. 1) is increased, or just dropped. Thus loosing a link ij with a large weight wij may
lead to a significant increase in transmission length or significant additional traffic on
several other edges.

3 Operations on Point Sets in the Embedding

In order to describe structural properties of optimal embeddings of (4) we first study basic
movements on subsets of points and their effect on the cost function. We start by observing
that the rotation of a block of vectors around its barycenter does not affect the value of
the cost function (we do not yet bother about feasibility).

Observation 3 (Rotation around the Barycenter) Let vi ∈ R
n for i ∈ K ⊆ N with

v̄ = 1
|K|

∑

i∈K vi their barycenter. If v′i ∈ R
n, i ∈ K, result from rotation or reflection of

the vi at v̄ then
∑

i∈K ‖v′i‖
2 =

∑

i∈K ‖vi‖
2.

Proof. For i ∈ K we have v′i = Q(vi − v̄) + v̄ , where Q⊤Q = QQ⊤ = I. Therefore

∑

i∈K

‖v′i‖
2

=
∑

i∈K

‖Q(vi − v̄)‖2 + 2

〈

Q
∑

i∈K

(vi − v̄)

︸ ︷︷ ︸

=0

, v̄

〉

+ |K| ‖v̄‖2

=
∑

i∈K

‖vi − v̄‖2 + 2

〈
∑

i∈K

(vi − v̄), v̄

〉

+ |K| ‖v̄‖2

=
∑

i∈K

‖vi − v̄ + v̄‖2

=
∑

i∈K

‖vi‖
2 .

Next, we analyze the uniform translation of a block of vectors.
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Figure 4: Rotation around an Affine Subspace.

Observation 4 (Translation) Let d ∈ R
n, vi ∈ R

n and v′i = vi + d for i ∈ K ⊆ N .
Then

∑

i∈K ‖v′i‖
2 =

∑

i∈K ‖vi‖
2 + |K| 〈2v̄ + d, d〉, where v̄ = 1

|K|

∑

i∈K vi is the barycenter
of the vi.

Proof.
∑

i∈K ‖vi + d‖2 =
∑

i∈K ‖vi‖
2 + 2 〈|K|v̄, d〉 + |K| 〈d, d〉.

Thus, in a combined translation and rotation of a block of vectors, the change in the
cost function can be determined from the translation of the barycenter of the block. For
a block connected to the graph by an articulation point, a basic step to improve a given
embedding might be to rotate the block outwards around the articulation point while
keeping the distances within the block constant (for feasibility, the entire embedding will
have to be recentered, too). In the proof of the main theorem we will need a particular
type of rotation around a given affine subspace.

Observation 5 (Rotation around an Affine Subspace) Let vi ∈ R
n for i ∈ K ⊆ N

with barycenter v̄ = 1
|K|

∑

i∈K vi satisfy, for all i ∈ K, hT vi = 0 and bTvi < β for given

b, h ∈ R
n, β > 0 with ‖b‖ = ‖h‖ = 1, bTh = 0. Let v′i arise from rotating the vi by angle γ

around the affine subspace L = {x ∈ R
n : hTx = 0, bTx = β}, then

∑

i∈K

‖v′i‖
2

=
∑

i∈K

‖vi‖
2 + 2|K|r(1 − cos γ)β with r = β − bT v̄ > 0.

Proof. By Obs. 3 the rotation around L may be split into a rotation of the points in K
around v̄ and a translation as analyzed in Obs. 4. The corresponding displacement d for
rotating v̄ around L by angle γ is d = r(sin γ)h + r(1 − cos γ)b where r = β − bT v̄ > 0 is
the radius (see Fig. 4). By Obs. 4, v̄Th = 0, and bTh = 0 the cost function changes by

|K|(2v̄Td+ dTd) = |K|
(
2r(1 − cos γ)v̄T b+ r2[sin2 γ + (1 − cos γ)2]

)

= |K|
(
2r(1 − cos γ)v̄T b+ r2[2 − 2 cos γ]

)

= 2|K|r(1 − cos γ)(v̄T b+ r)

= 2|K|r(1 − cos γ)β.
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Figure 6: ϕ folds K into the halfspace specified by b (Obs. 6).

Next, we construct a continuous transformation that collapses the points of a subset
of nodes around a given subspace into a flat halfspace specified by the subspace and a
direction b. During this transformation the cost function is kept constant and all distances
between the points involved are not increased (we still do not care about the equilibrium
constraint), see Figs. 5-7. The transformation is done in two steps. First the points on the
negative side of the halfspace are jointly folded into the positive side (Fig. 6 and Obs. 6),
then all points are jointly collapsed (like an umbrella) into the flat halfspace (Fig. 7 and
Obs. 7). Finally, in Obs. 8, we concat both transformations to one single transformation
and exhibit some convenient properties. The algebraic proofs may be safely skipped by
readers used to geometric reasoning.

Observation 6 (Folding along a subspace into a halfspace) Let vi ∈ R
n for i ∈

K ⊆ N , let L ⊂ R
n be a subspace, and b, h ∈ L⊥ with ‖b‖ = ‖h‖ = 1, hT b = 0 and

hTvi = 0 for i ∈ K. Define continuous maps ϕi : [0, 1] → R
n for i ∈ K by

ϕi(t) =

{
vi − (vT

i b)b+ (vT
i b)[b cos tπ + h sin tπ] if vT

i b < 0
vi if vT

i b ≥ 0.

Then ϕi(0) = vi, ϕi(1) ∈ (span {b, vi : i ∈ K}) ∩ {x ∈ R
n : bTx ≥ 0} and for all t ∈ [0, 1]

it holds that ‖ϕi(t)−ϕj(t)‖ ≤ ‖vi − vj‖ for i, j ∈ K and ‖ϕi(t)− v‖ = ‖vi − v‖ for v ∈ L.
In particular,

∑

i∈K ‖ϕi(t)‖2 is constant over all t ∈ [0, 1].

Proof. Let U = {x ∈ R
n : bTx = 0, hTx = 0} ⊇ L, then pU(vi) = vi − (vT

i b)b for i ∈ K,
because hTvi = 0. Therefore pU(vi) = pU(ϕi(t)) and ‖ϕi(t) − v‖2 = ‖ϕi(t) − pU(vi)‖2 +

9



b0, L K

ψ

Figure 7: ψ collapsesK into the flat halfspace spanned by L and direction
b (Obs. 7).

‖pU(vi) − v‖2 = |bTvi|2 + ‖pU(vi) − v‖2 for all v ∈ U (in particular for v = 0), t ∈ [0, 1],
i ∈ K. If, for i, j ∈ K, vT

i b ≥ 0 and vT
j b ≥ 0 then ‖ϕi(t)−ϕj(t)‖ = ‖vi−vj‖ by definition; if

vT
i b < 0 and vT

j b < 0 then ‖ϕi(t)−ϕj(t)‖2 = ‖pU(vi)−pU(vj)‖2 + |vT
i b−v

T
j b|

2 = ‖vi−vj‖2;
if, w.l.o.g., vT

i b < 0 and vT
j b ≥ 0 use the point vij = [vi, vj ] ∩ {x ∈ R

n : bTx = 0} ∈ U for
‖vi − vj‖ = ‖vi − vij‖ + ‖vij − vj‖ = ‖ϕi(t) − vij‖ + ‖vij − ϕj(t)‖ ≥ ‖ϕi(t) − ϕj(t)‖ by the
triangle inequality.

Observation 7 (Collapsing a halfspace around a subspace into a flat halfspace)
Let L ⊂ R

n be a subspace, b ∈ L⊥ with ‖b‖ = 1 and vi ∈ {x ∈ R
n : bTx ≥ 0} for

i ∈ K ⊆ N . For i ∈ K, let βi = ‖pL⊥(vi)‖ and 0 ≤ γi ≤
π
2
, gi ∈ L⊥, gT

i b = 0, ‖gi‖ = 1 so
that pL⊥(vi) = βi(gi cos γi + b sin γi). Define continuous maps ψi : [0, 1] → R

n for i ∈ K by

ψi(t) = pL(vi) + βi

[

gi cos(γi + t[
π

2
− γi]) + b sin(γi + t[

π

2
− γi])

]

.

Then ψi(0) = vi, ψi(1) ∈ L+{βb : β ≥ 0} and for all t ∈ [0, 1] it holds that ‖ψi(t)−ψj(t)‖ ≤
‖vi − vj‖ for i, j ∈ K and ‖ψi(t) − v‖ = ‖vi − v‖ for v ∈ L. In particular,

∑

i∈K ‖ψi(t)‖2

is constant over all t ∈ [0, 1].

Proof. By gi, b ∈ L⊥ we obtain pL(vi) = pL(ψi(t)) and ‖ψi(t)− v‖2 = ‖ψi(t)− pL(vi)‖2 +
‖pL(vi) − v‖2 = β2

i + ‖pL(vi) − v‖2 for all v ∈ L (in particular for v = 0), t ∈ [0, 1], i ∈ K.
For proving ‖ψi(t) − ψj(t)‖

2 ≤ ‖vi − vj‖
2 for i, j ∈ K we show ψi(t)

Tψj(t) ≥ vT
i vj or

f(t) = (gT
i gj)[cos(γi + t[π

2
− γi]) cos(γj + t[π

2
− γj])] + sin(γi + t[π

2
− γi]) sin(γj + t[π

2
− γj]) ≥

(gT
i gj)[cos γi cos γj] + sin γi sin γj = f(0). In the case gT

i gj < 0 the inequality holds for
t ∈ [0, 1] because both cosine terms in f(t) are non increasing and the sine terms are non
decreasing. In the remaining case we use the angle addition formulas to find

f(t) = gT
i gj cos((1 − t)[γi − γj]) + (1 − gT

i gj) sin(γi + t[
π

2
− γi]) sin(γj + t[

π

2
− γj]).

Then f(t) ≥ f(0) holds for t ∈ [0, 1] because 0 ≤ gT
i gj ≤ 1 and the cosine and sine terms

are non decreasing.
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Observation 8 (Concatenation of Folding and Collapsing) Let vi ∈ R
n for i ∈ K ⊆

N , let L ⊂ R
n be a subspace, and b, h ∈ L⊥ with ‖b‖ = ‖h‖ = 1, hT b = 0 and hTvi = 0 for

i ∈ K. Define continuous maps vi : [0, 1] → R
n for i ∈ K by

vi(t) =

{
ϕi(2t) for t ∈ [0, 1

2
]

ψi(2[t− 1
2
]) for t ∈ (1

2
, 1],

where ϕi is as given in Obs. 6 and ψi of Obs. 7 starts with the embedding v′i = ϕi(1),
i ∈ K. Then vi(0) = vi, vi(1) ∈ L + {βb : β ≥ 0} and for all t ∈ [0, 1] it holds that
‖vi(t)− vj(t)‖ ≤ ‖vi − vj‖ for i, j ∈ K and ‖vi(t)− v‖ = ‖vi − v‖ for v ∈ L. In particular,
∑

i∈K ‖vi(t)‖2 is constant over all t ∈ [0, 1].
Furthermore, for v̄(t) =

∑

i∈K vi(t) and B = L + span {b} the function λ(t) = v̄(t)T b
is nondecreasing and continuous with pB(v̄(t)) = pL(v̄(0)) + λ(t)b. In particular, v̄(1) =
pL(v̄(0)) + λ(1)b and

λ(0) ≤ ‖pL⊥(v̄(t))‖ ≤ ‖pL⊥(v̄(1))‖ = λ(1) =
∑

i∈K

‖pL⊥(vi)‖ ∀t ∈ [0, 1],

so λ(1) is independent of the choice of b.

Proof. The stated properties of vi(t), i ∈ K, follow directly from Obs. 6 and 7. Turning

to v̄(t), observe that pL(vi) = pL(vi(t)) and d(bT vi(t))
dt

≥ 0 for all t ∈ [0, 1], i ∈ K, so for
each i ∈ K, λi(t) = bT vi(t) is a nondecreasing function with pB(vi(t)) = pL(vi) + λi(t)b.
Furthermore, λi(1) = ‖pL⊥(vi)‖ because ‖vi‖ = ‖vi(1)‖ and this value is independent of
the choice of b. Therefore this also holds for λ(·) =

∑

i∈K λi(·).

We need yet another operation similar in style to Obs. 7, but this time we squeeze vec-
tors in a flat halfspace relative to the invariant subspace into a halfspace of its boundary
(comparable to closing a fan, see Fig. 8).

Observation 9 (Squeezing a halfspace into a halfspace of its boundary)
Let L ⊂ R

n be a subspace, b, g ∈ L⊥ with ‖b‖ = ‖g‖ = 1, bT g = 0 and vi ∈ {x ∈
L + span {b, g} : bTx ≥ 0} for i ∈ K ⊆ N . For i ∈ K, let βi = ‖pL⊥(vi)‖ and 0 ≤ γi ≤ π
so that pL⊥(vi) = βi(g cos γi + b sin γi). Define continuous maps θi : [0, 1] → R

n for i ∈ K,

θi(t) = pL(vi) + βi [g cos(γi − tγi) + b sin(γi − tγi)] .

Then θi(0) = vi, θi(1) ∈ L+{βg : β ≥ 0} and for all t ∈ [0, 1] it holds that ‖θi(t)−θj(t)‖ ≤
‖vi − vj‖ for i, j ∈ K, ‖θi(t) − v‖ = ‖vi − v‖ for v ∈ L and ‖θi(t) − v‖ ≤ ‖vi − v‖ for
v ∈ L + {βg : β ≥ 0}. In particular,

∑

i∈K ‖θi(t)‖2 is constant over all t ∈ [0, 1] and
∑

i∈K θi(t)
Tg is nondecreasing.

Proof. By g, b ∈ L⊥ we obtain pL(vi) = pL(θi(t)) and ‖θi(t) − v‖2 = ‖θi(t) − pL(vi)‖2 +
‖pL(vi) − v‖2 = β2

i + ‖pL(vi) − v‖2 for all v ∈ L (in particular for v = 0), t ∈ [0, 1],
i ∈ K. For proving ‖θi(t)− θj(t)‖2 ≤ ‖vi − vj‖2 for i, j ∈ K we show θi(t)

T θj(t) ≥ vT
i vj or

cos(γi−tγi) cos(γj−tγj)+sin(γi−tγi) sin(γj−tγj) ≥ cos γi cos γj+sin γi sin γj. By the angle

11
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Figure 8: θ squeezes K spanned by L+ span {g} and nonnegative b into
the boundary halfspace spanned by L and nonnegative g. (Obs. 9).

addition formulas and since the cosine is an even function we may rewrite the inequality
to cos((1 − t)|γi − γj|) ≥ cos(|γi − γj|). This holds for t ∈ [0, 1] because 0 ≤ |γi − γj| ≤ π
and the left hand cosine term is non decreasing. Finally, this also holds true for arbitrary
i ∈ K and all v ∈ L + {βg : β ≥ 0} as can be observed by setting, e.g., γj = 0 above.

The last observation of this section will be helpful in establishing the equilibrium con-
straint.

Observation 10 Given scalars βj > 0, j ∈M{1, . . . , m}, m ≥ 2, so that, for each ̂ ∈M ,
∑

j∈M\{̂} βj ≥ β̂ then there exist vectors d1, d2, d3 ∈ R
2 with ‖d1‖ = ‖d2‖ = ‖d3‖ = 1 and

an assignment κ : M → {1, 2, 3} so that
∑

j∈M βjdκ(j) = 0. This also holds, if in addition
|{j ∈M : κ(j) = 1}| = 1 is required.

Proof. If |M | = 2 then β1 = β2 and the claim holds for d1 = −d2 and κ correspondingly.
Otherwise let ̂ ∈M be the smallest number so that

∑̂−1
j=1 βj <

1
2

∑

j∈M βj ≤
∑̂

j=1 βj , set

κ(̂) = 1, κ(j) = 2 for ̂ > j ∈ M and κ(j) = 3 for ̂ < j ∈ M . Let β̄h =
∑

j∈M,κ(j)=h βj ,

h ∈ {1, 2, 3} and assume w.l.o.g. (by changing the numbering, if required) that the relations
β̄1 ≤ β̄2 ≤ β̄3 and β̄1 + β̄2 ≥ β̄3 hold. Set d1(α) = (cosα,− sinα)T for 0 ≤ α ≤ π,
d2(α) = (cos γ(α), sin γ(α))T for β2 sin γ(α) = β1 sinα and d3 = (−1, 0)T . Then b(α) =
β̄1d1(α)+ β̄2d2(α)+ β̄3d3 satisfies [b(α)]2 = 0 for all 0 ≤ α ≤ π, [b(0)]1 ≥ 0 and [b(π)]1 ≤ 0,
so by continuity of b(α) there is a ᾱ ∈ [0, π] with b(ᾱ) = 0.

4 Properties of Optimal Embeddings of Graphs

We first note, that a feasible embedding cannot be full dimensional.

Observation 11 The dimension of any feasible embedding is at most n−1, i.e., let vi ∈ R
n

satisfy the constraints of (4) then there is a vector h ∈ R
n, ‖h‖ = 1, with hTvi = 0 for all

i ∈ N .

12
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Figure 9: Initial setting in case 1 of the separator-shadow proof.

Proof. The n vectors vi satisfy
∑

i∈N vi = 0, so they are linearly dependent and therefore
dim(span {v1, . . . , vn}) ≤ n− 1.

Our main result on the structure of optimal embeddings is the following.

Theorem 12 (Separator-Shadow) Let vi ∈ R
n for i ∈ N be an optimal solution of (4)

for a connected graph G = (N,E) and let K1∪̇S∪̇K2 be a partition of N with no node
in K1 adjacent to a node in K2. Then, for at least one j ∈ {1, 2}, for every i ∈ Kj the
straight line segment [0, vi] intersects the convex hull of the points in S, i.e., ∀i ∈ Kj:
[0, vi] ∩ conv{vs : s ∈ S} 6= ∅.

If K1 and K2 are both nonempty then S is a separator in G. Note that the theorem holds
trivially if the origin is contained in the convex hull of the points in S or if one of the
sets S, K1, K2 is empty (if S = ∅ then one of K1 and K2 must also be empty by the
connectedness of G).
Proof. Let h ∈ R

n with ‖h‖ = 1 satisfy hT vi = 0 for all i ∈ N as in Obs. 11 and let
S = conv{vs : s ∈ S}. Assume, for contradiction, that the theorem is not true. Then,
w.l.o.g., there are points v1, v2 with 1 ∈ K1, 2 ∈ K2 and [0, v1]∩S = [0, v2]∩S = ∅ (the set
S cannot be empty as K1 and K2 are not). By convex separation there exist, for j ∈ {1, 2},
separating hyperplanes bj ∈ R

n with hT bj = 0 and βj > 0 within the subspace spanned by
the vi so that bTj x ≥ βj for all x ∈ S and bTj x < βj for all x ∈ [0, vj].

Note, that there cannot exist α ∈ [0, 1], b = αb1 + (1 − α)b2, β = αβ1 + (1 − α)β2

so that 〈b, vi〉 ≥ β for all i ∈ K1 ∪ K2, because the hyperplane 〈b, x〉 = β/2 > 0 would
separate 0 strictly from conv{vi : i ∈ N}, but by feasibility of the vi the origin is a convex
combination of the vi as 1

n

∑

i∈N vi = 0.
Hence, there must exist an α ∈ [0, 1] so that for b = αb1 +(1−α)b2, β = αβ1 +(1−α)β2

the open halfspace 〈b, x〉 < β contains points of both K1 and K2 (illustrated in Fig. 9).
Note, that bTh = 0 holds and by scaling b and β we may assume w.l.o.g. ‖b‖ = 1. Let,

for j ∈ {1, 2}, Mj = {i ∈ Kj : 〈b, vi〉 < β}, mj = |Mj| > 0, and v̄j = 1
mj

∑

i∈Mj
vi. Next,

consider rotating independently for each j the points in Mj around the affine subspace

13
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Figure 10: Improving movement in Case 1 of the separator-shadow proof.

L = {x ∈ R
n : 〈h, x〉 = 0, 〈b, x〉 = β}. Because the points in M1 and M2 are not

adjacent and distances to the remaining points are not increased, the edge constraints in
(4) remain satisfied. We show, that rotating the points in M1 in direction h and the points
in M2 against direction h by sufficiently small angels γ1 and γ2 improves the solution
(see Fig. 10). As in the proof of Obs. 5 denote, for j ∈ {1, 2}, by rj = β − bT v̄j > 0
the radius and by dj = rj [(sin γj)h + (1 − cos γj)b] the displacement of v̄j yielding the
improvement 2mjrj(1 − cos γj)β. Rotation j adds mjdj to the barycenter of all points
and has to be compensated in order to maintain feasibility. Shifts of the barycenter in the
direction of h can be avoided by requiring m1d

T
1 h = −m2d

T
2 h, i.e., given γ1 choose γ2 so

that m1r1 sin γ1 = −m2r2 sin γ2. After carrying out these rotations it therefore remains to
shift all points by d = −(m1d

T
1 b+m2d

T
2 b)b/n = −[m1r1(1− cos γ1) +m2r2(1− cos γ2)]b/n

for feasibility in (4). Using Obs. 4, the total objective improvement is
∑

j∈{1,2}

2mjrj(1 − cos γj)β − n 〈d, d〉 =

=
∑

j∈{1,2}

2mjrj(1 − cos γj)β −
1

n
[m1r1(1 − cos γ1) +m2r2(1 − cos γ2)]

2.

This is positive for γ1 and γ2(γ1) close enough to zero, yielding a contradiction to the
optimality of the embedding.

The theorem allows to derive several further structural properties.

Corollary 13 Let vi ∈ R
n for i ∈ N describe an optimal solution of (4) for a connected

graph G = (N,E) and let S be a separator in G, i.e., there is a K ⊆ N \S and no node in
K is adjacent to a node in N \ (S ∪K). Then the convex hull of the points in S intersects
the straight line segment between the barycenter v̄ of the points in K and the barycenter v
of the points in N \K.

Proof. Let S = conv{vs : s ∈ S}, v̄ = 1
|K|

∑

i∈K vi, and v = 1
|N\K|

∑

i∈N\K vi = − |K|
|N\K| v̄

(by
∑

i∈N vi = 0), so 0 ∈ [v̄, v] and it suffices to prove that [v̄, 0] ∩ S 6= ∅ or [v, 0] ∩ S 6= ∅.

14



Setting K1 = K, K2 = N \ (S ∪K), Th. 12 implies that for at least one of j ∈ {1, 2} we
have [v, 0]∩S 6= ∅ for all v ∈ {vi : i ∈ Kj}, and therefore also for all v ∈ conv{vi : i ∈ Kj}
and for all v ∈ conv{vi : i ∈ Kj ∪ S}. If j = 1 then v̄ ∈ conv{vi : i ∈ K1}, if j = 2 then
v ∈ conv{vi : i ∈ K2 ∪ S}, which proves the corollary.

Remark 14 The typical bisection procedure for Fiedler-vectors is to take an eigenvector
v of λ2(L) and partition the nodes according to K1 = {i ∈ N : vi < 0} and K2 = {i ∈
N : vi > 0}. A first improvement suggested by the embedding is to use — instead of an
arbitrary eigenvector to λ2(L) — an eigenvector to the maximum eigenvalue of an optimal
solution X of (3).

According to Cor. 13, the following heuristic might do an even better job in finding good
separators or bisections into parts of size between one and two thirds of all nodes. Project
the points onto a random hyperplane (like in the approach of Goemans and Williamson [11]
and maybe biased by the eigenvalue/eigenvector structure of X as suggested in [1]), yielding
an assignment of the points to an interval on the real line. If the hyperplane happens to be
close to perpendicular to the affine hull of a desired separator, then the points within the
separator should be mapped close to each other and the majority of the remaining points
should be mapped to the correct respective sides. So, when looking at the middle third of
points within this interval and checking for good separators within a fixed number of adjacent
points, chances should be reasonable to locate an acceptable candidate. In particular, if the
embedding is low dimensional (see Th. 19 and Remark 20 below), relatively few random
hyperplanes will suffice to obtain a suitable hyperplane with high probability. Whether this
approach is indeed successful in practice has to be explored in future research.

Theorem 12 is not very descriptive, if the convex hull of the separator contains the
origin. The following result improves on this and will help to establish a nontrivial bound
on the dimension of an optimal embedding of minimal dimension.

Theorem 15 Let vi ∈ R
n for i ∈ N be an optimal solution of (4) for a connected graph

G = (N,E) and let S ⊂ N with 0 ∈ S = conv{vs : s ∈ S} be a separator in G inducing
a partition (S,K1, . . . , Km) of N so that no node in Kj is adjacent to a node in Kh for
j 6= h, j, h ∈M = {1, . . . , m}. Set L = spanS and, for j ∈ M , βj =

∑

i∈Kj
‖pL⊥(vi)‖.

(i) If β̂ >
∑

j∈M\{̂} βj for one ̂ ∈M then there exist h ∈ L⊥ and an optimal embedding

v′i ∈ R
n of (4) with v′i = vi for i ∈ S, v′i ∈ L + span {h, vi : i ∈ K̂} for i ∈ K̂

and v′i ∈ L + {β
∑

i∈K̂
v′i : β ≥ 0} for i ∈

⋃

j∈M\{̂}Kj. If, in addition, there exists

b̄ ∈ span {vi : i ∈ K̂}, ‖b̄‖ = 1 so that
〈
b̄, vi

〉
≥ 0 for all i ∈ K̂, then such an

embedding exists with h = 0.

(ii) If β̂ ≤
∑

j∈M\{̂} βj for all ̂ ∈ M then there exist vectors d1, d2, d3 ∈ L⊥, ‖d1‖ =

‖d2‖ = ‖d3‖ = 1 with dim span {d1, d2, d3} ≤ 2, bj ∈ {d1, d2, d3}, j ∈ M , and an
optimal embedding v′i ∈ R

n, i ∈ N , of (4) with v′i = vi for i ∈ S so that for each
j ∈ M we have v′i ∈ L + {βbj : β ≥ 0} for all i ∈ Kj. One may assume bj = d1 for
at most one j ∈ M .
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(iii) If, in case (ii), the index ̂ ∈ M is the only j ∈ M satisfying bj = d1 and at most
|S| − 1 nodes of S are adjacent to nodes in K̂, then there is an optimal embedding
of dimension at most |S|.

Proof. We start by eliminating some easy cases. If there is no i ∈ N with vi /∈ L then
βj = 0 for all j ∈ M , thus case (ii) holds and the dimension of the embedding is bounded
by |S| − 1 without making use of vectors d1, d2, d3. So assume that there is an h ∈M with
vi /∈ L for some i ∈ Kh. For j ∈M such that vi ∈ L for all i ∈ Kj the embedding will not
be changed in the proof and we may add, for notational convenience, all such points jointly
to Kh and remove j from M . If, after this preprocessing step, |M | ≤ 1, then case (i) of the
theorem holds for v′i = vi, i ∈ N , and h = 0. So assume, w.l.o.g., that M = {1, . . . , m} for
some m ≥ 2 and for all j ∈ M , the Kj contain points outside L. For convenience we set
H1 = K1 ∪ S and Hj = Kj for j ∈M \ {1}.

For each j ∈ M consider fixing, as a parameter to be specified later, a goal direction
bj ∈ L⊥ with ‖bj‖ = 1 and set B+

j = {L+βbj : β ≥ 0}. For each Hj , j ∈M , and i ∈ Hj let
vi(t), v̄j(t) =

∑

i∈Hj
vi(t), λj(t) denote the transformations/maps of Obs. 8 (set K = Hj,

b = bj , use the current L and choose any h ∈ L⊥ with ‖h‖ = 1 and bTj h = 0 as in Obs. 11
exploiting |K| < |N |). The transformation maintains feasibility in the distance constraints
but does not care about the equilibrium constraint.

By feasibility of the initial solution
∑

j∈M

∑

i∈Hj

vi =
∑

j∈M

v̄j(0) =
∑

j∈M

pL(v̄j(0)) +
∑

j∈M

pL⊥(v̄j(0)) = 0, (5)

and therefore
∑

j∈M

∑

i∈Hj

pL(vi(0)) =
∑

j∈M

∑

i∈Hj

pL(vi(tj)) =
∑

j∈M

pL(v̄j(tj)) = 0 for tj ∈ [0, 1], j ∈M,

independent of the choice of the bj , j ∈ M . Therefore it remains to find bj and tj that
achieve equilibrium in the space orthogonal to L. For j ∈M , βj = λj(1) =

∑

i∈Hj
‖pL⊥(vi)‖

(see Obs. 8; βj > 0 by assumption) and assume, w.l.o.g., that β1 ≥ βj for all j ∈M . Now
consider the following cases.

Case (i): β1 >
∑m

j=2 βj. If there exists b̄ ∈ span {vi : i ∈ H1}, ‖b̄‖ = 1, satisfying

b̄T vi ≥ 0 for i ∈ H1, set b1 = b̄, otherwise set b1 = vi−pL(vi)
‖vi−pL(vi)‖

for some i ∈ H1 with

vi /∈ L. By Obs. 8, ‖pL⊥(v̄j(t))‖ ≤ βj for j ∈ M , t ∈ [0, 1], so (5) implies ‖pL⊥(v̄1(0))‖ ≤
∑m

j=2 βj . Considered as a function of t ∈ [0, 1], the norm ‖pL⊥(v̄1(t))‖ is continuous with
‖pL⊥(v̄1(1))‖ = β1, so there must be a t̄ ∈ [0, 1] with ‖pL⊥(v̄1(t̄))‖ =

∑m

j=2 βj . Now set

bj = − v̄1(t̄)−pL(v̄1(t̄))
‖v̄1(t̄)−pL(v̄1(t̄))‖

. Then the embedding v′′i = vi(t̄) for i ∈ H1 and v′′i = vi(1) for

i ∈ Hj with j ∈M \ {1} is feasible, has optimal value and satisfies the requirements of the
theorem, where h is the additional direction needed if t̄ < 1

2
(the folding part ϕ of Obs. 6

within v(·) of Obs. 8). If b̄ exists, no folding is needed and we can always find a t̄ ≥ 1
2
.

Case (ii): β1 ≤
∑m

j=2 βj. By Obs. 10 we can find three vectors d1, d2, d3 ∈ R
n, ‖d1‖ =

‖d2‖ = ‖d3‖ = 1, in a plane orthogonal to L and a corresponding assignment κ : M →
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Figure 11: Transformation in the proof of Th. 15 (iii).

{1, 2, 3} with |{j ∈ M : κ(j) = 1}| = 1 so that
∑

j∈M βjdκ(j) = 0. Thus, setting bj = dκ(j)

we obtain a feasible embedding v′i = vi(1) for i ∈ Hj, j ∈M with the same (and therefore
optimal) objective value.

Case (iii): Within this setting of Case (ii) let ̂ ∈ M be the only index with b = d1

and assume that, with respect to S, the vertices of K̂ are adjacent only to a subset
S ′ ⊂ S with |S ′| < |S|. For ease of notation, let H ′

h =
⋃

j∈M :κ(j)=hKj for h ∈ {1, 2} and

H ′
3 =

⋃

j∈M :κ(j)=3Kj ∪ S. If dimL < |S| − 1 the claim holds by Case (ii), so assume,

the v′i, i ∈ S, span an |S| − 1 dimensional simplex. If 0 /∈ conv{vs : s ∈ S ′}, then the
separator-shadow Th. 12 asserts that v′i ∈ L for i ∈ H ′

1, and this case was dealt with in
the beginning of the proof. Thus, it suffices to consider the case 0 ∈ conv{vs : s ∈ S ′}.

We will transform the embedding v′i and reduce its dimension by one. Let s̄ ∈ S \ S ′

and set L′ = span conv{vs : s̄ 6= s ∈ S}, c =
v′s̄−p

L′

‖v′s̄−p
L′‖

. Observe (see Fig. 11), that

dT
h c = 0 for h ∈ {1, 2, 3}, v′s ∈ L′ for s ∈ S ′, v′s ∈ L′ + {βc : β ≥ 0} for s ∈ S, and
v′i ∈ L′ + span {c} + {βdh : β ≥ 0} for h ∈ {1, 2, 3}, i ∈ H ′

h. Next employ Obs. 9 and
define for h ∈ {1, 2, 3} the transformations v′i(t) = θh

i (t), i ∈ H ′
h, setting in Obs. 9, L = L′,

b = dh, g = −c for h = 1, g = c for h ∈ {2, 3}, K = H ′
h and θh

i (0) = v′i. These squeeze H ′
1

into L′ + {βc : β ≤ 0} and H ′
2, H

′
3 into L′ + {βc : β ≥ 0} in a fan-like manner within the

corresponding flat halfspaces spanned by d1, d2, d3 respectively. Observe, that v′i(t) = v′i
for i ∈ S, t ∈ [0, 1] and that for h ∈ {1, 2, 3}, i, j ∈ H ′

h ∪ S the distances ‖v′i(t) − v′j(t)‖
are nonincreasing for t ∈ [0, 1]. Furthermore the value of the cost function does not
change. The equilibrium constraint is influenced by the movement of the points v̄′h(t) =
∑

i∈H′

h
v′i(t) for t ∈ [0, 1], h ∈ {1, 2, 3}. Their projections onto L′ are invariant, therefore

∑

h∈{1,2,3} pL′(v′h(t)) = 0 throughout. The only potential infeasibilities caused by squeezing

subgraph h ∈ {1, 2, 3} are in directions dh (with v̄′h(t)
Tdh ≥ 0 throughout) and c (with

v̄′h(t)
T c nonincreasing for h = 1 and nondecreasing for h ∈ {2, 3}). Set β̄h(t) = ‖pL⊥(v̄(t))‖.

Suppose th ∈ [0, 1], h ∈ {1, 2, 3}, are chosen such that [v̄1(t1) + v̄2(t2) + v̄3(t3)]
T c = 0 and

β̄h(th) ≤
∑

j∈{1,2,3},j 6=h

β̄j(tj) holds for h ∈ {1, 2, 3} (6)

then after having squeezed the subgraphs sufficiently we can employ Obs. 10 in order
to find an equilibrium in the plane spanned by d1, d2, d3. In fact, if equality holds for
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Figure 12: Optimal two dimensional embedding of two wheels with iden-
tical hub, see Rem. 16. The construction of the proof of Th. 15 (i) would
yield a three dimensional embedding.

one of the three relations then the updated three vectors d′1, d
′
2, d

′
3 will only span a one

dimensional subspace and we are done. In order to take care of the last direction c, let
τ(t1) be a nondecreasing continuous function satisfying [v̄1(t1) + v̄2(τ(t1)) + v̄3(τ(t1)]

T c =
0 for small enough t1 ∈ [0, 1] so that τ(t1) ≤ 1. Such a function exists as v̄1(t)

T c is
strictly decreasing in t (because β̄1(0) > 0), (v̄2(t) + v̄3(t))

T c is strictly increasing in t,
and [v̄1(0) + v̄2(0) + v̄3(0)]T c = 0. Let t̄1 be the smallest t1 ∈ [0, 1] such that (6) with
t2 = t3 = τ(t1) does not hold strictly for all h ∈ {1, 2, 3}. Such t̄1 ∈ [0, 1] exists, as
(6) must hold strictly for t1 = t2 = t3 = 0 (or the dimension would be |S| already) and
β̄h(1) = 0 for all h ∈ {1, 2, 3}. Therefore applying Obs. 10 to v′′i = v′i(t̄1), i ∈ H ′

1 and
v′′i = v′i(τ(t̄1)), i ∈ H ′

h for h ∈ {2, 3} yields a feasible and optimal embedding of dimension
|S|.

Remark 16 A solution corresponding to the modified solution of the theorem is not nec-
essarily an optimal embedding of minimal dimension. Consider, e.g., the graph consisting
of two wheels with identical hub and rims of k and k + 1 nodes with k ≥ 6, see Fig. 12.

The structure of optimal embeddings seems to be tightly related to tree-decompositions,
whose definition we recall next.

Definition 17 For a graph G = (N,E) let T = (N , E) be a tree with N ⊆ 2N and E ⊆
(
N
2

)

satisfying the following requirements:
(i) N =

⋃

U∈N U .
(ii) For every e ∈ E there is a U ∈ N with e ⊆ U .
(iii) If U1, U2, U3 ∈ N with U2 on the T−path from U1 to U3, then U1 ∩ U3 ⊆ U2.

Then T is called a tree-decomposition of G. The width of T is the number max{|U | − 1 :
U ∈ N}. The tree-width tw(G) is the least width of any tree-decomposition of G.

Note, that in a tree decomposition T = (N , E) of G = (N,E), any U ∈ N and any U ∩U ′

with {U,U ′} ∈ E is a separator of G (see e.g. Lemma 12.3.1 in [5]). The next lemma asserts,
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that for any optimal embedding any tree-decomposition has “central nodes” containing the
origin in their convex hull.

Lemma 18 Let T = (N , E) be a tree decomposition of a connected graph G = (N,E) and
vi ∈ R

n, i ∈ N , an optimal embedding of (4). Then there is at least one node S ∈ N with
0 ∈ conv{vs : s ∈ S}, i.e., the convex hull of the points of S contains the origin.

Proof. In order to show that there exists a node S ∈ N with 0 ∈ S = conv{vs : s ∈ S}
consider a smallest subtree T ′ = (N ′, E ′) of T with 0 ∈ conv{vi : i ∈

⋃

U∈N ′ U}. Such a
tree exists since the condition holds for T ′ = T . Let the convex combination giving the
origin be described by K ⊂

⋃

U∈N ′ U and α ∈ R
K
+ with αT e = 1 so that

∑

i∈K αivi = 0.
Assume, for contradiction, that |N ′| > 1 and Then there is an edge {U,U ′} ∈ E ′ and

S ′ = U ∩U ′ is a separator of G. Deleting edge {U,U ′} from T ′ splits T ′ into two nonempty
subtrees T ′

j = (N ′
j , E

′
j) for j ∈ {1, 2} with 0 /∈ conv{vi : i ∈

⋃

U∈N ′
j
U} by assumption. Set

N ′
j =

⋃

U∈N ′
j
U . Because S ′ ⊂ N ′

j for j ∈ {1, 2} we obtain 0 /∈ S ′ = conv{vi : i ∈ S ′}.

Thus, the separator-shadow Th. 12 applied to S ′ implies that, w.l.o.g., for all i ∈ N ′
1,

[vi, 0] ∩ S ′ 6= ∅. Set K1 = K ∩ (N ′
1 − S ′), K2 = K \ K1 ⊆ N ′

2 and, for j ∈ {1, 2},
ᾱj =

∑

i∈Kj
αi and v̄j = 1

ᾱj

∑

i∈Kj
αivi ∈ conv{vi : i ∈ Nj}. Then 0 = ᾱ1v̄1 + ᾱ2v̄2 ∈ [v̄1, v̄2]

and ∅ 6= S ′ ∩ [v̄1, 0] ⊂ [v̄1, v̄2], so there is a p ∈ S ′ ⊂ conv{vi : i ∈ N ′
2} with 0 ∈ [p, v̄2] ⊂

conv{vi : i ∈ N ′
2}, a contradiction. Hence, T ′ consists of only one node.

Theorem 19 Let G = (N,E) be a connected graph, then there exists an optimal embedding
for (4) of dimension at most tw(G) + 1.

Proof. Let T = (N , E) be a tree decomposition of G = (N,E) and assume, w.l.o.g., that
all nodes U ∈ N are distinct subsets of N . Note, that for any optimal embedding vi the
set of nodes S ∈ N with 0 ∈ conv{vi : i ∈ S} (called a zero-node in the sequel) and the set
of edges {S, S ′} ∈ E with 0 ∈ conv{vi : i ∈ S ∩ S ′} (called a zero-edge) form a nonempty
subtree of T (the zero-subtree) due to the separator-shadow Th. 12 and L. 18. Starting
with a leaf of the current zero-subtree, we will walk off in “inward” direction, splitting the
tree alternatingly with zero-nodes and zero-edges into one part containing visited nodes
and one or several unvisited parts while ensuring all the time, that the part of the tree,
that contains visited nodes is in dimension bounded by the size of the node incident to the
separator.

For r = 0, 1, . . . and an Sr ∈ N ∪ {U ∩ U ′ : {U,U ′} ∈ E} (actually it will hold that
Sr ∈ N whenever r even and Sr = U ∩ U ′ when r is odd) we will use the following
conventions. Removing Sr from T , i.e. removing the corresponding edge or node of T ,
splits T into connected components T r

j = (N r
j , E

r
j ) for j ∈ M r = {1, . . . , mr}. We set

Kr
j =

⋃

U∈Nr
j
\Sr for j ∈M r and let U r

j ∈ Nj denote the unique adjacent/incident neighbor

node of T r
j to Sr in T . So Sr is a separator of G inducing a partition (Sr, Kr

1 , . . . , K
r
mr) of

N .
Let v0

i , i ∈ N be an initial optimal embedding and let S0 be a leaf of the corresponding
zero-tree. If for all neighbors U0

j , j ∈ M0, it holds that 0 /∈ conv{v0
i : i ∈ S0 ∩ U0

j } then
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the separator-shadow Th. 12 asserts, that the embedding has dimension dimS0 ≤ |S0| − 1
(one less than the cardinality, since the origin is contained in the convex hull) and we are
done. Otherwise there is unique neighbor zero-node U0

h with h ∈ M0 with 0 ∈ conv{v0
i :

i ∈ S0 ∩ U0
h}. Set r = 1, vr

i = v0
i , i ∈ N and Sr = S0 ∩ U0

h .
Step 1 (r is odd): For the separator Sr (an edge) in T , let jr ∈ M r be the index of the

tree Tjr = (N r
jr, Er

jr) with Sr−1 ∈ N r
jr . Observe, that for the current embedding vr

i , i ∈ N ,
there is a b̄ so that vi ∈ span {vr

i : i ∈ Sr−1} + {βb̄ : β ≥ 0} for i ∈ Kr
jr (for r = 1, S0 is a

leaf of the zero-tree of vr
i and employing the separator-shadow Th. 12 the claim holds for

an arbitrary direction b̄ orthogonal to span {vr
i : i ∈ Sr−1}) and 0 ∈ conv{v0

i : i ∈ Sr}.
Apply Th. 15 (for vi = vr

i , i ∈ N and S = Sr with partitioning Kr
j for j ∈ M = M r)

and first assume that case (ii) holds. Let v′i, i ∈ N be the embedding given there and
observe that its dimension is at most |Sr| + 1. Since Sr = U ∩ U ′ for some {U,U ′} ∈ E
one of U and U ′ has cardinality at least |Sr| + 1, so the embedding v′i, i ∈ N satisfies the
required bound.

Next assume that case (i) of Th. 15 holds. Let v′i (i ∈ N), L, bj ̂ ∈M r be the objects
specified there. If ̂ = jr then v′i ∈ span {v′i, h : i ∈ Sr−1} (since Sr ⊆ Sr−1 and we found
an optimal embedding of the required dimension. If ̂ 6= jr, observe that all nodes of the
“visited” subtree Tjr are embedded in a flat halfspace, v′i ∈ L + {β

∑

i∈K̂
v′i : β ≥ 0} for

i ∈ Kr
jr ∪ Sr. Set vr+1

i = v′i, S
r+1 = U r

̂ increase r by one and continue with Step 2.
Step 2 (r is even): Like in Step 1, let, for the separator Sr (a node) in T , jr ∈ M r be

the index of the tree Tjr = (N r
jr , Er

jr) with Sr−2 ∈ N r
jr . Then for the current embedding

vr
i , i ∈ N there is a b̄ so that vi ∈ span {vr

i : i ∈ Sr−1} + {βb̄ : β ≥ 0} for i ∈ Kr
jr (see the

foregoing Step 1, case (i) with ̂ 6= jr) and 0 ∈ conv{v0
i : i ∈ Sr}, because Sr−1 ⊂ Sr.

Apply Th. 15 (for vi = vr
i , i ∈ N and S = Sr with partitioning Kj = Kr

j for j ∈ M =
M r) and this time first assume that case (i) holds. Let v′i (i ∈ N), L, ̂ ∈ M r be the
objects specified there. If ̂ = jr, then, making use of h = 0 because of b̄ in Th. 15 (ii), the
embedding v′i is contained in L + {βb̄ : β ∈ R} ({vr

i : i ∈ Sr−1} ∈ L by Sr−1 ⊂ Sr), so the
dimension is at most |Sr|. If ̂ 6= jr, then {Sr, U r

̂ } ∈ E , set Sr+1 = Sr ∩ U r
̂ , vr+1

i = v′i for

i ∈ N . Observe that 0 ∈ conv{vr+1
i : Sr+1 because otherwise the separator-shadow Th. 12

would imply β = 0 in (ii). Furthermore, all nodes of the “visited” subtree Tjr and Sr are
embedded in a flat halfspace, vr+1

i ∈ L+ {β
∑

i∈K̂
vr+1

i : β ≥ 0} for i ∈ Kr
jr ∪ Sr. Increase

r by one and go to Step 1.
Because T contains no cycles and only finitely many vertices, the process must either

stop at some point, or, finally, meet case (ii) of Th. 15 and we show that we can stop then.
Let v′i (i ∈ N), L, bj (j ∈ M r), d1, d2, d3 be the objects defined there. If dim span {v′i :
i ∈ N} ≤ |Sr| or Sr has a neighbor with |Sr| + 1 nodes, then the v′i, i ∈ N satisfy the
requirements. Otherwise the {v′i : i ∈ Sr} span an |Sr| − 1 dimensional simplex and for
each neighbor U r

j , j ∈ M r, it holds that |U r
h ∩ Sr| = |Sr| − 1. This is case (iii) of Th. 15

and the proof is complete.

Remark 20 An optimal embedding of (4) computed by interior point methods will in
general have maximal dimension instead of minimal dimension due to the properties of the
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central path (e.g., the computed solution for a star on n nodes will put the n − 1 degree
one nodes as the vertices of an n − 2 dimensional simplex while the minimal dimension
would be either one for n odd or two for n even). This may be undesirable in the context of
potential applications as indicated in Remark 14. In this case the proof of Th. 19 provides
an algorithm for constructing for any given tree-decomposition T = (N , E) of G and any
optimal embedding vi, i ∈ N of (4) an optimal embedding v′i satisfying dim conv{v′i : i ∈
N} ≤ max{|U | : u ∈ N}. Even though it is NP -complete to find a tree-decomposition of
width tw(G), there is still good hope to end up with a low dimensional embedding, because
the proof also illustrates, that the bound on the dimension mainly depends on the size of a
central separating node in the tree-decomposition, and its size may be significantly smaller
than the tree-width.

5 Some Special Cases and Examples

We first present, as examples, the complete graphs and then a class of graphs for which
the bound of Th. 19 is attained.

Example 21 (Complete Graphs) For Kn = ({1, . . . , n}, {{i, j} : 1 ≤ i < j ≤ n}) we
show that the unique optimal embedding is the regular n − 1 dimensional simplex with all

points lying on the ball of radius rn =
√

n−1
2n

. The optimal X is given by Xii = r2
n = n−1

2n

for 1 ≤ i ≤ n, Xij = Xji = − r2
n

n−1
= − 1

2n
for 1 ≤ i < j ≤ n, and the optimal weights are

wij = 1
n

for 1 ≤ i < j ≤ n. Choosing µ = 1
n

we compute Lw + µeeT − I = 0, so (w, µ)
is feasible for (2) with objective n−1

2
. Likewise, X is feasible for (3) and 〈I,X〉 = n−1

2
, so

optimality is shown. Furthermore, since wij > 0 for all ij, the constraints 〈Eij , X〉 = 1
hold for all optimal X, i.e., the embedding must have all points pairwise at distance one.
So the regular n − 1 dimensional simplex is the only optimal embedding. Note that the
tree-width of Kn is n− 1, thus the complete graphs are not tight with respect to the bound
of Th. 19.

Example 22 (Graphs with tight dimension bound) We append to Kn three inde-
pendent vertices that are completely linked to Kn resulting in a graph G(n) = ({1, . . . , n+
3}, E(n) = {{i, j} : 1 ≤ i ≤ n, i < j ≤ n + 3}). The tree-width of G(n) is n and for n ≥ 4
the minimal dimension of an optimal embedding of G(n) is n+1. In fact, we show that, for
n ≥ 4, the vertices of Kn are again arranged as a centrally symmetric n − 1 dimensional

simplex with all points lying on a ball of radius rn =
√

n−1
2n

, while the three new points are

arranged centrally symmetric on a circle orthogonal to this simplex with radius r̄ =
√

n+1
2n

.

The optimum of (3) is obtained by extending the optimum of Ex. 21 with Xii = r̄2 = n+1
2n

for n < i ≤ n+ 3, Xij = Xji = − r̄2

2
= −n+1

4n
for n < i < j ≤ n+ 3, and Xij = Xji = 0 for

1 ≤ i ≤ n, n < j ≤ n + 3. The optimal weights are wij = 1
n

for 1 ≤ i ≤ n, n < j ≤ n + 3
and wij = 1

n
− 3

n2 for 1 ≤ i < j ≤ n (use Rem. 1 and symmetry). Setting µ = 1
n

the slack
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Figure 13: A graph with tree-width 2 and optimal embedding of dimen-
sion at least three, see Ex. 22 (the central circle indicates the origin).

matrix of (2) computes to

Z = Lw +
1

n
eeT − I =

[
3
n2Jn 0

0 1
n
J3

]

� 0, (7)

where Jk denotes the square matrix of all ones of order k. Therefore (w, µ) is feasible for

(2), the objective value is 3n 1
n

+ n(n−1)
2

( 1
n
− 3

n2 ) = 3
2
(n+ 1) + n−1

2
. Likewise, X is positive

semidefinite because it is a gram matrix. Furthermore, X satisfies all distance constraints
and has the same objective value. Hence the primal and the dual solution are optimal.

Now take any optimal embedding vi, i = 1, . . . , n and set V = [v1, . . . , vn]. Since w > 0,
all optimal embeddings must have all edge lengths equal to one, ‖vi − vj‖ = 1 for all
ij ∈ E(n). By (7) and semidefinite complementarity it holds that

〈
V TV , Z

〉
= 0, thus

∑n

i=1 vi = 0 and
∑n+3

i=n+1 vi = 0. So the embedding of Kn must be centrally symmetric
like in Ex. 21, and by the distance constraints each of the three additional vertices must
be embedded orthogonal to the embedding of Kn with distance r̄ to the origin. As the three
vectors have to sum up to zero, this can only be done in two additional dimensions. This
completes the proof.

For n = 1 the construction yields a star with one central and three exterior nodes and
the bound is also tight. For n = 2 the embedding described above is not optimal (it would
collapse to the image of the star), for n = 3 the embedding is optimal but not of minimal
dimension. Without going into details, the cases n = 2, 3 can be extended to tight examples
by appending to each node of Kn yet another node by a single edge, see Fig. 13 for an
illustration of the resulting embedding for n = 2.
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In spite of these examples, the bound of Th. 19 seems far too pessimistic for many
important graph classes. E.g., for planar graphs the tree-width can be made arbitrarily
large but we have not succeeded in exhibiting an example whose minimal dimension exceeds
three.

We turn to the special structure of the embedding if the separator is a single node.

Definition 23 In a graph G = (N,E) a node ı̂ ∈ N is called an articulation point (or cut
vertex) if deleting ı̂ and all its incident edges increases the number of connected components
in the graph.

For a connected graph G = (N,E) with articulation point ı̂ let G′
j = (N ′

j, E
′
j), j =

1, . . . , m denote the connected components arising from G by deleting ı̂ and let Gj = G(N ′
j∪

{ı̂}) be the induced subgraphs of G arising from adjoining ı̂ to N ′
j. Then we call Gj =

(Nj , Ej), j = 1, . . . , m, a splitting of G in ı̂.
A breadth first search tree T (BFS-tree) of a connected graph G = (N,E) with respect

to ı̂ ∈ N is a spanning tree so that the distance from ı̂ to j is the same in G and T for all
j ∈ N .

For articulation points the separator-shadow Th. 12 admits the following corollary.

Corollary 24 Let G = (N,E) be a connected graph with articulation point ı̂ and splitting
Gj = (Nj, Ej), j ∈ M = {1, . . . , m}, in ı̂. Let vi ∈ R

n, i ∈ N , be an optimal embbeding of
(4) with vı̂ 6= 0. Then there is a ̂ ∈M so that for all j ∈M \ {̂} and i ∈ Nj it holds that
vi = vı̂ + dG(̂ı, i) vı̂

‖vı̂‖
, where dG(·, ·) denotes the distance in G.

In words, the embedding of the nodes of Gj, j ∈ M \ {̂} described in the theorem cor-
responds to stretching the BFS-tree of Gj with respect to ı̂ as far as possible into the
direction vı̂

‖vı̂‖
.

Proof. By the equilibrium constraint and vı̂ 6= 0 there must be at least one ̂ ∈ M
for which the statement does not hold. The separator-shadow Th. 12 implies that the
embeddings of all other j ∈M \ {̂} must lie on the half ray {vı̂ + λ vı̂

‖vı̂‖
: λ ≥ 0} (for each

h ∈M \ {̂} successively pick S = {ı̂}, K1 = Nh \ S and K2 =
⋃

j∈M\{h}Nj \ S).

The embedding of the nodes of Gh, h ∈M \ {̂}, described in the theorem satisfies the
distance constraints, because each edge ij ∈ Eh implies that |dG(̂ı, i)−dG (̂ı, j)| ≤ dG(i, j) =
1 by the triangle inequality. Suppose, for contradiction, that there is an h ∈M\{̂} with the
embedding vi, i ∈ Nh, not of this form. Let K = {i ∈ Nh : ‖vi−vı̂‖ < dG(̂ı, i)} and set d =

vı̂

‖vı̂‖
mini∈K{dG(̂ı, i)−‖vi−vı̂‖}. Then we can translate all points inK by d without violating

the distance constraints. Combining this translation with recentering yields a new feasible
embedding v′i = vi + |N |−|K|

|N | d for i ∈ K and v′i = vi −
|K|
|N |d for i ∈ N \K. By Obs. 4 (use

v̄K = 1
|K|

∑

i∈K vi ∈ {vı̂ + λ vı̂

‖vı̂‖
: λ ≥ 0} and v̄N\K = − |K|

|N |−|K| v̄K) the translations increase

the objective value by |K|
〈

2v̄K + |N |−|K|
|N | d, |N |−|K|

|N | d
〉

+|N−K|
〈

2v̄N\K − |K|
|N |d,−

|K|
|N |d

〉

> 0.

Therfore the vi could not have been optimal, a contradiction.

For a given articulation point we next give precise criteria for recognizing those sub-
graphs in the splitting that can always be embedded on a ray in an appropriate optimal
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embedding. In order to give a more intuitive formulation we prepare the ground by giving
names to the objects of interest.

Definition 25 Let G = (N,E) be a connected graph with articulation point ı̂ and splitting
Gj = (Nj, Ej), j ∈ M = {1, . . . , m} in ı̂. Set βj =

∑

i∈Nj
dG(̂ı, i). We call ı̂ central if

βh ≤
∑

j∈M\{h} βj for all h ∈ M . If βh >
∑

j∈M\{h} βj for some h ∈ M then call Gh the
heavy subgraph split off by ı̂. For a central articulation point the heavy subgraph is defined
to be the empty graph.

Let G = (N,E) be a connected graph and G′
j = (N ′

j , E
′
j), j ∈ M ′ = {1, . . . , m}, a

decomposition of G into its blocks (bridges and maximal two-connected subgraphs). We
call a block G′

h central if for each articulation point of G the heavy subgraph contains G′
h.

Let ı̂ be an articulation point of G with ı̂ ∈ N ′
h for a block G′

h = (N ′
h, E

′
h) of G. If G′

h

is not contained in the heavy subgraph split off by ı̂, then call ı̂ a root of block G′
h.

We state the following two observations without proof.

Observation 26 Let Gh be a block of a connected graph. Gh has a root if and only if it
is not central. If a root exists, it is unique.

Observation 27 A connected graph has a central block if and only if it has no central
articulation point. Furthermore, the existing object is unique.

Corollary 28 Let G = (N,E) be a connected graph with articulation point ı̂. There exists
an optimal embedding vi, i ∈ N , of (4) with the following property. Each subgraph of the
associated splitting, that is not a heavy subgraph, is embedded on a one dimensional ray
emanating from the origin and containing vı̂. If, in addition, ı̂ is central, then vı̂ = 0 in
any optimal embedding of (4).

Proof. Let Gj = (Nj , Ej), j ∈ M = {1, . . . , m} be the splitting of G in ı̂. Set βj =
∑

i∈Nj
dG(̂ı, i). Let vi, i ∈ N , be an arbitrary optimal embedding. If vı̂ 6= 0 then Cor. 24

asserts the existence of a ̂ ∈ M with v̄ =
∑

i∈N̂
vi = −

∑

i∈N\N̂
(vı̂ + d(̂ı, i) vı̂

‖vı̂‖
) =

−[(|N |−|N̂|)vı̂ +
vı̂

‖vı̂‖

∑

j∈M\{̂} βj ]. Because −v̄T vı̂

‖vı̂‖
< β̂ it follows that β̂ >

∑

j∈M\{̂} βj .
For the case vı̂ = 0 it suffices to apply Th. 15.

Using Th. 15 and similar arguments as in the proof of Cor. 24 one can show that an optimal
embedding exists so that all blocks that are not central, are embedded on rays stretched
out according to their BFS-tree with respect to their root. We give this result without
proof.

Corollary 29 Let G = (N,E) be a connected graph and Gj = (Nj , Ej), j ∈ M =
{1, . . . , m}, a block decomposition of G. Then there exists an optimal embedding vi ∈ R

n,
i ∈ N , of (4) with the following property. Let Gj, j ∈M , be a block that is not central and

let rj ∈ Nj denote its root, then vi = vrj
+dG(rj, i)

vrj

‖vrj
‖
, for all i ∈ Nj where dG(·, ·) denotes

the distance in Gj. Furthermore, if Gj is a central block, then 0 ∈ conv{vi : i ∈ Nj} for
any optimal embedding.
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In the case of trees, each block consists of a single edge and Cor. 29 takes the following
special form.

Corollary 30 Let vi ∈ R
n for i ∈ N be an optimal solution of (4) for a tree T = (N,E).

In this embedding, either there exists a unique root node located at the origin, and each
child lies at distance one from its parent on a ray emanating from the origin through its
parent, or the origin is located in the interior of a straight line segment of length one
between two (unique) adjacent nodes in T and all nodes lie on the line spanned by these
two nodes, having the same Euclidean distance to these two nodes as in the tree.

Remark 31 Cor. 30 may be used to construct an optimal embedding for trees directly
without the need of solving a semidefinite program. Note, that the absolute algebraic con-
nectivity was already determined for trees in [8] and Cor. 30 offers a new dual view of these
results.
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